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Abstract: Risk and reliability analysis is presently being performed in almost all fields of engineering depending upon the specific field and its particular area. Probabilistic risk analysis (PRA), also called quantitative risk analysis (QRA) is a central feature of hydraulic engineering structural design.

Actually, probabilistic methods, which consider resistance and load parameters as random variables, are more suitable than conventional deterministic methods to determine the safety level of a hydraulic structure. In fact, hydraulic variables involved in plunge pools, such as discharge, flow depth, and velocity, are stochastic in nature, which may be represented by relevant probability distributions. Therefore, the optimal design of a plunge pool needs to be modelled by probabilistic methods.

The main topic of this paper is concerned with the reliability-based assessment of the geometry of the plunge pool downstream of a ski jump bucket. Experimental data obtained from a model of a flip bucket spillway has been used to develop a number of equations for the prediction of scour geometry downstream from a flip bucket spillway of a large dam structure. The accuracy of the developed equations was examined both through statistical and experimental procedures with satisfactory results. In addition, reliability computations have been carried out using the Monte Carlo technique.

The main conclusions are that structural reliability analysis can be used as a tool in the dam safety risk management process and that the most important factors for further analysis are erosion, friction coefficient, uplift and self-weight.
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Introduction

Probabilistic design approach is a powerful tool in reliability of civil hydraulic engineering. Uncertainty and risk are central features of hydraulic engineering. Hydraulic design is subject to uncertainties due to the randomness of natural phenomena, data sample limitations and errors, modelling reliability, and operational variability. Uncertainties can be measured in terms of the probability density function, confidence interval, or statistical moment such as standard deviation or coefficient of variation of the stochastic parameters.

In recent years, reliability analysis and probabilistic methods have found wide application in hydraulic engineering. Development of reliability based analysis methods for engineering application can be found in many references (Tung and Mays 1980; Yen and Tung 1993). Several applications of the methods to hydraulic design have been reported in the literature (Tang and Yen 1972; Yen and Tung 1993; Vrijling 2001; Ang and Tang 2007). This allows us to determine the true probability of the component failure and of the whole system.

Energy dissipation downstream of large dams is a serious concern. Trajectory spillways or so-called ski jumps are employed whenever the velocity at the dam foot is in excess of typically 20 (m/ s) because of problems with stilling basins in terms of cavitations, abrasion and uplift (Vischer and Hager 1998). Ski jumps are currently widely used because they appear to be the only hydraulic element allowing for the technically sound and the hydraulically safe control of large quantities of excess hydraulic energy during flood events.

In the present study, the probabilistic method will be used for estimating plunge pool erosion downstream of a ski jump bucket. The Probabilistic Design method is an approach that can provide a better understanding of the failure mechanisms and their occurrence probabilities as well as the consequences of failure of such important infrastructure.

Background and theory

Literature Review

A plunge pool is a natural phenomenon caused by the erosive effects of flowing water in alluvial streams. Excessive scouring can progressively undermine the foundations of hydraulic structures such as bridges and embankments and the areas downstream of outlet facilities.

Large-scale plunge pools downstream of outlet structures which are induced by jets of various configurations constitute an important field of research because of the possibility of structural failure at the foundation level. The jet can dissipate its excessive energy by excavating a large scour hole. Drastic examples of this phenomenon were experienced downstream of the Alder and Nacimiento Dams in the USA, Picote Dam in Portugal, Kariba Dam in Zambia, and Tarbela Dam in Pakistan (Mason, 1985).
The plunge pool mechanism is relatively complex because of difficulties arising from the modeling of sediment-laden flow in and around the scour hole induced by the jet action of the flow downstream of outlet facilities. Therefore, the experimental study of plunge pool has been limited to the consideration of governing variables involved in the phenomenon while keeping the other parameters of secondary importance constant.

Energy dissipation in such spillways may be in the form of a ski-jump which throws the water jet away from the bucket lip into the air and then into the plunge pool formed at the point of impact on the tail water (Fig. 1). Because of the impact of the high velocity jet, scour takes place both upstream and downstream of the point impingement.

Many theoretical and experimental studies have been conducted about problems of ski-jumps and flip bucket plunge pools. The relationships between geotechnical and hydraulic parameters are very complicated and they change with different local plunge pool levels. The geometric parameters that are used in the plunge pool formulae contained in this paper are defined in Figure 1.


A relationship evolved by Mason (1985) has the form.

\[ d_s = 3.27q^{0.6}H_1^{0.05}d_w^{0.15} \]

Also he demonstrated that the head drop \( H_1 \) might not directly affect the scour depth, other than by varying the amount of air entrained in the plunge pool. An alternative expression that better described the plunge pool process was therefore proposed.

For free jet spillways such as those on the crests of arch dams, Veronese formula is generally applied in the plunge pool as is defined by Ervine.

\[ d_s = 1.90 q^{0.54}H_1^{0.225} \]

Attempts have been made to generalize this formula as:

\[ d_s = K_r q^{0.54}H_1^{0.225} \]

\( K_r \) is related to the rock mass characteristics and takes values between 0.25 and 2.5.

Yildiz et al (1994) suggest that for applying this formula to spillways with flip buckets etc, it should be modified to: (Khatsuria, 2005)

\[ d_s = 1.90 q^{0.54}H_1^{0.225} \sin \theta \]

Where \( \Theta \) is the jet impact angle at tail water surface. Schoklisch suggest this formula for estimate plunge pool depth.

\[ d_s = 3.15q^{0.57}H_1^{0.2}D_{90}^{0.32} \]  

**Basics of plunge pool flow**

In a trajectory basin or ski jump, the energy is mainly dissipated by jet dispersion. The trajectory basin is composed of five reaches. (Fig. 1)

- **a**: approach chute
- **b**: deflection and takeoff
- **c**: dispersion of water jet in air
- **d**: impact and scour of jet
- **e**: tail water zone

**Plunge pool Characteristics**

Hydraulic, geotechnical and morphologic factors control the depth of plunge pool. The governing parameters, which influence the local plunge pool phenomenon downstream of a flip bucket, are illustrated in Figure (1):

- Control structure characteristics are, width of the structure \( W_s \), upstream water depth \( H_1 \) (m), length of the apron \( L_s \) (m), bucket radius \( R \) (m), lip angle \( \Theta \) (rad).
- Bed material characteristics are, median bed material particle size \( d_{50}(\text{mm}) \), standard deviation of bed material particle size \( \sigma_{50} \) and specific gravity \( G_s \).
- Fluid characteristics are density of water \( \rho_w \) (kg/m\(^3\)), dynamic viscosity \( \mu_w \) (pas).
- Flow characteristics are depth of tail water depth \( d_s \) (m), plunge pool depth \( d_s \) (m), average velocity of water jet \( v \) (m/s) and discharge \( q \) (m\(^3\)/s).

**Hydrodynamic Equations**

**Continuity Equation**

The continuity equation in tensor form for steady flow is given by: Eqn. 6 can be written for a two dimensional form as:

\[ \frac{\partial U}{\partial X} + \frac{\partial V}{\partial Y} = 0 \]

In which \( U \) is velocity in X direction (flow direction) and \( V \) is velocity in Y direction.
Momentum Equation

The Reynolds equation for turbulent flow in tensor form is given by:

\[
\rho \left( \frac{\partial U}{\partial t} + U \frac{\partial U}{\partial x} + V \frac{\partial U}{\partial y} \right) = \frac{\partial P}{\partial x} + \left( \mu - \rho U \right) \frac{\partial U}{\partial x} + \rho g
\]  

(7)

In which \( \rho U \) is Reynolds stress and \( P \) is pressure. Neglecting Reynolds stress and for two dimensional flow and assuming steady state flow Eqn (7) can be simplified and rewritten, taking the bed in X direction, as follows Eqn(8):

\[
U \frac{\partial U}{\partial x} + V \frac{\partial U}{\partial y} = -\frac{1}{\rho} \left( \frac{\partial P}{\partial x} - \frac{\partial \tau}{\partial y} \right) + g \sin \theta
\]  

(8)

In which \( \tau \) is a shear stress and \( \Theta \) is bed slope.

Data Collection

The data that we used in this assessment was experimental data reported by Azmathullah (2005). This data was drawn from past measurement of scour parameters at the Central Water and Research Station (CWPRS), Pune, India.

The hydraulic model studies were also conducted on three different bucket designs. The three hydraulic models simulated the dams across the Subarnarekha, Ranganadi and Parbati Rivers in India. Azmathullah (2005)

The first dam was 52(m) high and 720(m) long. Its spillway consisted of 13 spans of 15(m) wide each with crest at elevation 177(m). Radial gates of size 15(m)×15(m) regulated the flow over this spillway. The design outflow flood was 26150 (m³/s) which corresponded to a maximum water level at an elevation of 192.37(m). The ski-jump bucket with bucket radius of 25(m) and lip angle of 32.5° was provided at the toe for energy dissipation.

The second dam was 60(m) high, made up of concrete with a rock fill portion on its right side. It had an overflow spillway with seven spans of 10(m) width and 12(m) height. The spillway catered to a maximum outflow flood of 12500(m³/s). This corresponded to the maximum water level of 568.3(m) and the full reservoir level of 567(m) with the crest level of the spillway at 544(m). It had a bucket radius of 18 m with 35° as the lip angle.

The third dam spillway is 85(m) high. It was designed to pass a maximum discharge of 1,850 (m³/s) at the full reservoir level of 2,198(m) elevation. It had three spans, 6 m wide and 9(m) high, separated by 6 m thick piers, and is fitted with radial gates. An apron and a plunge pool along the downstream side fronted the bucket, which had a bucket radius of 28(m) with the lip angle of 30°.

Equation for Scour Hole

An important objective of this model study was to develop an equation to describe the geometry of the scour hole. The development and the significance of the dimensionless variables (π-terms) and some individual variables describing the geometry of the scour hole due to the flip bucket spillway were discussed in previous sections. The aim of this section is to discuss and present the equation that resulted from this model study.

Development of the Equation

The dependent variables \( d \), \( L \), \( W \), may be expressed in terms of other variable by the following functional.

\[
d = f(q, H, d_0, G_s, V, \rho_v, \sigma_v, \mu, \rho, R, \phi, \theta)
\]  

(9)

\[
L = f(q, H, d_0, G_s, V, \rho_v, \sigma_v, \mu, \rho, R, \phi, \theta)
\]  

(10)

\[
W = f(q, H, d_0, G_s, V, \rho_v, \sigma_v, \mu, \rho, R, \phi, \theta)
\]  

(11)

The general form selected in this study for the equation relating a π-term with a number of independent π-term is in the product of powers of relevant π-term, \( \pi \).

\[
\pi_1 = \pi_2 \pi_3 \pi_4 \cdots \pi_m
\]  

(12)

The value of parameters \( c,a_1,a_2,\ldots,a_n \) which were obtained from a multiple regression analysis, can then be replaced back into Eq (12). Applying the Buckingham π-theorem, with \( V, d_w, \rho_v, g \) as repeating variables, equations above are transformed to:

\[
\frac{d_1}{d_w} = f\left( \frac{V}{g d_w}, \frac{H}{d_w}, \frac{d_0}{d_w}, G_s, \frac{\mu}{\rho V d_w}, \frac{R}{d_w}, \phi, \theta \right)
\]  

(13)

\[
\frac{L}{d_w} = f\left( \frac{V}{g d_w}, \frac{H}{d_w}, \frac{d_0}{d_w}, G_s, \frac{\mu}{\rho V d_w}, \frac{R}{d_w}, \phi, \theta \right)
\]  

(14)

\[
\frac{W}{d_w} = f\left( \frac{V}{g d_w}, \frac{H}{d_w}, \frac{d_0}{d_w}, G_s, \frac{\mu}{\rho V d_w}, \frac{R}{d_w}, \phi, \theta \right)
\]  

(15)

Since the flow was in the fully turbulent flow, the viscosity had a negligible effect on the local plunge pool scour; hence, Equations above can be simplified to the form:

\[
\frac{d_1}{d_w} = a_0 \left( F_{Nj} \right)^{a_4} \left( \frac{H}{d_w} \right)^{a_5} \left( \frac{d_0}{d_w} \right)^{a_7} \left( G_s \right)^{a_8} \left( \frac{R}{d_w} \right)^{a_9} \left( \phi \right)^{a_{10}} \left( \theta \right)^{a_{11}}
\]  

(16)

\[
\frac{L}{d_w} = b_0 \left( F_{Nj} \right)^{b_4} \left( \frac{H}{d_w} \right)^{b_5} \left( \frac{d_0}{d_w} \right)^{b_7} \left( G_s \right)^{b_8} \left( \frac{R}{d_w} \right)^{b_9} \left( \phi \right)^{b_{10}} \left( \theta \right)^{b_{11}}
\]  

(17)

\[
\frac{W}{d_w} = c_0 \left( F_{Nj} \right)^{c_4} \left( \frac{H}{d_w} \right)^{c_5} \left( \frac{d_0}{d_w} \right)^{c_7} \left( G_s \right)^{c_8} \left( \frac{R}{d_w} \right)^{c_9} \left( \phi \right)^{c_{10}} \left( \theta \right)^{c_{11}}
\]  

(18)

In which \( F_{Nj} \) is the Froude number at the end of the apron at the location of \( d_w \).

Formulation and Statistical Regression

Equation 16, 17, 18 can be fitted using ordinary least squares. Goodness-of-fit statistics, we can estimate of correlation coefficient (\( r \)) and the standard error (\( s \)), from this equation. In assessing the accuracy and applicability of prediction equations, the characteristics of the residuals are important. (McCuen 1990)

The above dimensionless groups of parameters were related to each other in the present study based on nonlinear regression. The set of dimensionless equation
with their original exponents obtained from regression analysis is as follows. This yielded the following equations in order to estimate the maximum scour depth, maximum scour width, and distance of maximum scour location from the bucket lip, respectively:

\[
\frac{d}{d_w} = 15.89 \left( R_{Fr} \right)^{1.1308} \left( \frac{H}{d} \right)^{-0.3019} \left( \frac{R}{d} \right)^{0.297} \left( \frac{d}{d_w} \right)^0.1002 (\sin \theta)^{0.0404} \quad (19)
\]

\[
\frac{L}{d_w} = 7.20 \left( R_{Fr} \right)^{0.3881} \left( \frac{H}{d} \right)^{0.3019} \left( \frac{R}{d} \right)^{0.074} \left( \frac{d}{d_w} \right)^{0.0203} (\sin \theta)^{0.2986} \quad (20)
\]

\[
\frac{W}{d_w} = 0.942 \left( R_{Fr} \right)^{0.0223} \left( \frac{H}{d} \right)^{0.0832} \left( \frac{R}{d} \right)^{0.1389} \left( \frac{d}{d_w} \right)^{0.077} (\sin \theta)^{-1.3039} \quad (21)
\]

Statistical characteristic and comparison between observed (X) and predicted (Y) values, standard residual and density function and multivariate density function of plunge pool depth, length and width for the validation set is qualitatively shown in table 1 and figures 2-10 respectively.

<table>
<thead>
<tr>
<th>Table 1. Statistical characteristic (X observed, Y predicted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>d/d_w</td>
</tr>
<tr>
<td>L/d_w</td>
</tr>
<tr>
<td>W/d_w</td>
</tr>
<tr>
<td>( \mu_Y )</td>
</tr>
<tr>
<td>( \sigma_Y )</td>
</tr>
</tbody>
</table>

Figure2. Depth Residual

Figure3. Observed versus predicted relative

Figure4. Multivariate density function

Figure 5. Length Residual

Figure 8. Width Residual
Probabilistic design methods are well known but the application is generally limited to difficult cases and to the development of design codes. The application of the probabilistic design methods offers the designer a way to unify the design of structures, dikes, dunes, mechanical, equipment and management systems. For this reason, there is a growing interest in the use of these methods (Van Gelder 2000).

The tools available to the engineer for performing a reliability analysis fall into three broad categories. First are the methods of direct reliability analysis. These propagate the uncertainties in properties, geometries, loads, water levels, etc. through analytical models to obtain probabilistic descriptions of the behaviour of a structure or system. The second includes event trees, fault trees, and influence diagrams, which describe the interaction among events and conditions in an engineering system. The third includes other statistical techniques. In particular, some problems are so poorly defined that it is useless to try to formulate mechanical models and the engineer must rely on simple statistics. (Van Gelder 1996)

**Limit State Function**

A model that applies to the failure of an engineering system can be described as the load L (external forces or demands) on the system exceeding the resistance R

\[ Z = \text{Strength} - \text{Load} = R - L \]

The reliability \( P_s \) is described as the probability of safe operation, in which the resistance of the structure exceeds or equals to the load, that is,

\[ P_s = P(Z > 0) = P(L \leq R) \]

In which \( P_f \) denotes the failure probability and can be computed as:

\[ P_f = P(Z < 0) = P(R < L) = 1 - P_s \]

The definitions of reliability and failure probability, Eqn. (26) and (27) are equally applicable to individual system components as well as total system reliability. The graph of figure 11 shows the reliability function.
In the reliability function, the strength and load variables are assumed stochastic variables. A stochastic variable is a variable, which is defined by a probability distribution and a probability density function. (Figure 12)

The probability distribution $F(x)$ returns the probability that the variable is less than $x$. The probability density function is the first derivative of the probability distribution (Van Gelder 1996). If the distribution of the density of all the strength and load variables is known it is possible to estimate the probability that the load has a value $x$ and that the strength has a value less than $x$ (see Figure 13).

The failure probability is the probability that $S=x$ and $R<x$ for every value of $x$. So

$$P(S=x)=f_S(x)dx$$

$$P(R=x)=F_R(x)$$

$$\Rightarrow P(S=x\cap R<x)=f_S(x)F_R(x)dx \quad (25)$$

We have to compute the sum of the probabilities for all possible values of $x$:

$$P_f = \int_{-\infty}^{\infty} F_S(x) F_R(x) \, dx \quad (26)$$

This method can be applied when the strength and the load are independent of each other. Figure 14 gives the joint probability density function for the strength and the load for a certain failure mode in which the strength and the load are not independent. The strength is plotted on the horizontal axis and the load is plotted on the vertical axis. The contours give the combinations of the strength and the load with the same probability density. In the area ($Z<0$) the value of the reliability function is less then zero and the element will fail. (Van Gelder 1996).

The failure probability can by determined by summation of the probability density of all the combinations of strength and load in this area.

$$P_f = \int_{Z<0} f_{S,R}(r,s)drds \quad (27)$$

In a real case the strength and the load in the reliability function are nearly always functions of multiple variables. For instance the load can consist of the water level and the significant wave height. In this case, the failure probability is less simple to evaluate. Nevertheless with numerical methods like numerical integration and Monte Carlo simulation it is possible to solve the integral:

$$P = \int_{Z>0} \int f_{r_1,...,r_n,s_1,...,s_n} \, dr_1...dr_n \, ds_1...ds_n \quad (28)$$

These methods which take into account the real distribution of the variables are called level III probabilistic methods. If the reliability function ($Z$) is a sum of a number of normal distributed variables then $Z$ is also a normal distributed variable. The mean value and the standard deviation can easily be computed with these equations:

$$Z = \sum_{i=1}^{n} a_i x_i \quad (29)$$

$$\mu_Z = \sum_{i=1}^{n} a_i \mu_{z_i} \quad (30)$$

$$\sigma_Z = \left( \sum_{i=1}^{n} (a_i \sigma_{z_i})^2 \right)^{1/2} \quad (31)$$

This is the base of the level II probabilistic calculation. The level II methods approximate the distributions of the variables with normal distributions and they estimate the reliability function with a linear first order Taylor polynomial, so that the $Z$-function is normal distributed. If the distribution of the $Z$-function is normal and the mean value and the standard deviation are known it is easy to determine the failure probability.

By computing $\beta$ as $\mu$ divided by $\sigma$ it is possible to use the standard normal distribution to estimate the failure probability. There are tables available of the standard normal distribution in the handbooks for statistics. In case of a non linear $Z$-function it will be estimated with a Taylor polynomial:

$$Z(\bar{x}) \approx Z(\bar{x}^*) + \sum_{i=1}^{n} \frac{\partial Z}{\partial x_i} (x_i - x_i^*)$$

$$= \sum_{i=1}^{n} a_i \mu_{z_i} \quad (32)$$
The function is depending of the point where it will be linearised. The mean value and the standard deviation of the linear Z-function are:

\[ \mu_z \approx Z(\bar{x}^*) + \sum_{i=1}^{s} \frac{\partial Z}{\partial x_i} (\mu_i - x_i^*) \]  
\[ \sigma_z = \sqrt{\sum_{i=1}^{s} \left( \frac{\partial Z}{\partial x_i} \sigma_{x_i} \right)^2} \]

If the reliability function is estimated by a linear Z-function in the point where all the variables have their mean value (\(X_i = \mu_i\)), we speak of a Mean Value Approach. The so-called design point approach estimates the reliability function by a linear function for a point on \(Z=0\) where the value \(\beta\) has its minimum. Finding the design point is a minimising problem. For this problem there several numerical solutions which will not be discussed here. (Van Gelder 1996)

**Non Normally Distributed Basic Variables**

If the basic variables of the Z-function are not normally distributed, the Z-function will be unknown and probably not normally distributed. To cope with this problem the not normally distributed basic variables in the Z-function can be replaced by a normally distributed variable. For the design point, the adapted normal distribution must have the same value as the real distribution. Because the normal distribution has two parameters (\(\mu\) and \(\sigma\)), one condition is not enough to find the right normal distribution. Therefore the value of the adapted normal probability density function must also have the same value as the real probability density function (figure 15-16).

\[ f(x^*) = f_\beta(\beta) \]

**Figure 15 Adapted normal distribution**

The two conditions give a set of two equations with two unknown which can be solved:

\[ F_N(x^*) = F(x^*) \Rightarrow \mu_N, \sigma_N \]
\[ f_N(x^*) = f_\beta(\beta) \]

This method is known as the Approximate Full Distribution Approach (AFDA).

For the general case, where the basic random variable can be correlated, the probability of failure can determine by solving the following integral: (Van Gelder 1996)

\[ P_f = \int_{\infty}^{0} \int_{\infty}^{0} \ldots \int_{\infty}^{0} \Phi(\Phi(z)) \prod_{x_i=x_i^*, \ldots, x_n=x_n^*} dx_i \ldots dx_n \]  

**First order reliability method (FOSM)**

The idea here is that, if we know the means and the variances (the second moments) of the variables that enter into the evaluation of a function such as \(Z\), we can estimate the mean and variance of \(Z\) using only first order terms in a Taylor expansion, in which the \(x_i\) are uncertain variables.

\[ \mu_z = Z(\mu_1, \mu_2, \ldots, \mu_n) \]
\[ \sigma_z^2 = \sum_{i=1}^{s} \sum_{j=1}^{s} \left( \frac{\partial Z}{\partial x_i} \right)_\mu \left( \frac{\partial Z}{\partial x_j} \right)_\mu \text{cov}(X_i, X_j) \]

When the variables are uncorrelated, a somewhat more complicated expression is used. When it is difficult to evaluate the partial derivatives directly, central divided partial differences usually provide sufficient accuracy.

First order second moment (FOSM) approach is that the result depends on the particular values of the variables \(x_i\) at which the partial derivatives are calculated. Hasofer and Lind (1974) proposed to resolve this difficulty by evaluating the derivatives at the critical point on the failure surface.

Finding this point usually requires iteration, but the process tends to converge rapidly. If the variables are all normalized by dividing them by their respective standard deviations, the distance between the failure point and the point defined by their normalized means is the reliability index \(\beta\). This method assumes normal distributions and must be modified to accommodate other distributions.

\[ \beta = \frac{\mu}{\sigma_z} \]

**Monte Carlo Method**

Monte Carlo simulation is a powerful analysis tool that involves a random number generation and simulates the behaviour of a variable when the data is insufficient to make decisions. The random number generation is based on a probability density function that defines the variable variation. Randomness is used to describe events whose outcomes are uncertain; random variables count or measure that which is of interest to analyse.

The first step to the Monte Carlo process is to build a mathematical model with a set of relationships that simulates a real system. Then it is necessary to define the inputs and outputs variables. When the inputs and outputs are restricted to one value (each parameter takes only one value), we are dealing with a deterministic model. On the
other hand, when the inputs and outputs are represented by random numbers or a probability density function, the model is known as stochastic or probabilistic. Monte Carlo simulation combines the principles of probability and statistics with the expert opinion and data sources to quantify the uncertainty associated with the real systems.

The Monte Carlo simulation method uses the possibility of drawing random number from a uniform probability density function between zero and one. Each continuous variable is replaced by a large number of discrete values generated from the underlying distributed, these values are used to compute a large number of values of function Z and its distribution.

\[ F_X(x) = X \]  
(41)

\( X \) is the uniformly distributed variable between zero and one. \( F_X(x) \) is the non-exceedence probability \( P(x < X) \). Thus, for the variable \( X \):

\[ X = F_X^{-1}(x) \]  
(42)

\( F_X^{-1}(x) \) is inverse of the probability distribution function of \( X \).

To draw a value out of a joint probability density function, the function must be formulated as the product of the conditional probability distributions of the base variables. In formula:

\[ f_r(X) = F_{n_3}(X)F_{n_1}(X_1) \ldots F_{n_k}(X_1, ..., X_k) \]  
(43)

By taking \( n \) realizations of the uniform distribution between zero and one, a value can be determined for every \( X_i \).

\[ X_1 = F_{X_1}^{-1}(X_1) \]  
(44)

\[ X_2 = F_{X_2}^{-1}(X_1) \]  
(45)

\[ X_n = F_{X_n}^{-1}(X_1, ..., X_{n-1}) \]  
(46)

This corresponds to Eqn (47). By inserting the values for the reliability functions one can check whether the obtained vector \((X_1, X_2, ..., X_n)\) is located in the safe area. By repeating this procedure a large number of times, the probability of failure can be estimated with:

\[ P_f = n_f /n \]  
(45)

In which, \( n \) is the total number of simulations and \( n_f \) is the number of simulations, for which \( Z < 0 \). (Van Gelder 1996). There are also several serious questions of convergence and of randomness in the generated variables. Several so-called variance reduction schemes can be effective in improving convergence and reducing computational effort. Fishman (1995) provides one of many treatments of the method. Monte Carlo simulation with variance reduction is particularly helpful in improving the accuracy of first order reliability method (FORM) results.

**Fault Tree**

Fault tree, and influence diagrams are techniques for describing the logical interactions among a complex set of events, conditions. Formal calculation of the failure risk can be determined by incorporating the fault tree analysis (Henly and Kumamoto 1981; Ang and Tang 1984; Yen and Tung 1993). The fault tree contains the conditions that must be met for the failure to occur. There are four main intermediate events on top geotechnical, Hydrological, Structure, and Mechanical.

The analyst develops the tree from the top down, moving from condition to condition. In the usual formulization, the conditions at each stage must be independent and must encompass all the conditions that could lead to the next stage. Fault trees have also been used in Science Engineering practice. The Fault tree diagram displays the relations between various events and conditions in a system. The direction of the arrows and other conventions represent the dependencies between the objects as shown by Vrijling, J. K. et al., (1996).

**Reliability Simulation**

Application of the simulation method for uncertainty analysis requires formulation of the performance function. In this case of a hydraulics structure, the performance function \( Z \) expresses in terms of the margin safety is presented in Eqn. (49-51)

\[ d \] is depth, \( L \) length and \( W \) is width of the plunge pool, and \( R_0, R_1, R_2 \) are resistance, respectively depth, length and width then, Considering Eq. (25), the performance function can be written as:

\[ Z_{d} = R_d - 15.89 (F \theta)^{125} (H / d)^{100} (R / d)^{0.077} (\sin \theta)^{0.298} \]  
(46)

\[ Z_{L} = R_L - 7.20 (F \theta)^{108} (H / d)^{100} (R / d)^{0.075} (\sin \theta)^{0.298} \]  
(47)

\[ Z_{W} = R_W - 0.92 (F \theta)^{106} (H / d)^{100} (R / d)^{0.070} (\sin \theta)^{1.080} \]  
(48)

In this case, estimates of the reliability of the geometry of plunge pool are generated for different resistances between (0.2- 20), for depth, length and width, receptively. The main resistance and load parameter are as presented in Table 2.

The main analysis was made considering the above random variables. The possible failure mechanism is a scour hole with the above given limit state functions. Equation (49-51) is nonlinear; therefore, a simulation technique, such as Monte Carlo analysis can be used to determine reliability. In Monte Carlo simulation, random numbers between zero and one are generated for the variables having uniform distribution (Ang and Tang, 1984). The summarize of results indicated in Tables 3 to 5.
### Table 2 Basic variable characterizes plunge pool

<table>
<thead>
<tr>
<th>Variable</th>
<th>q</th>
<th>H1</th>
<th>R</th>
<th>d50</th>
<th>θ</th>
<th>ds</th>
<th>L1</th>
<th>Ws</th>
<th>μ</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>distribution</td>
<td>LN</td>
<td>N</td>
<td>N</td>
<td>LN</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>0.068</td>
<td>0.633</td>
</tr>
</tbody>
</table>

### Table 3 design points and reliability for Zd=Rd-(ds/dw)

<table>
<thead>
<tr>
<th>Rd</th>
<th>H1</th>
<th>R</th>
<th>θ</th>
<th>d50</th>
<th>dw</th>
<th>q</th>
<th>ds</th>
<th>P(z)</th>
<th>β</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.711</td>
<td>0.274</td>
<td>0.515</td>
<td>0.006</td>
<td>0.283</td>
<td>0.023</td>
<td>0.0588</td>
<td>0.997</td>
<td>-2.7</td>
</tr>
<tr>
<td>3</td>
<td>0.52</td>
<td>0.222</td>
<td>0.562</td>
<td>0.006</td>
<td>0.084</td>
<td>0.055</td>
<td>0.2520</td>
<td>0.55</td>
<td>-0.128</td>
</tr>
<tr>
<td>4</td>
<td>0.503</td>
<td>0.217</td>
<td>0.567</td>
<td>0.006</td>
<td>0.074</td>
<td>0.061</td>
<td>0.2976</td>
<td>0.44</td>
<td>0.146</td>
</tr>
<tr>
<td>6</td>
<td>0.48</td>
<td>0.21</td>
<td>0.575</td>
<td>0.006</td>
<td>0.062</td>
<td>0.07</td>
<td>0.3729</td>
<td>0.3</td>
<td>0.533</td>
</tr>
<tr>
<td>10</td>
<td>0.453</td>
<td>0.202</td>
<td>0.584</td>
<td>0.006</td>
<td>0.049</td>
<td>0.083</td>
<td>0.4943</td>
<td>0.154</td>
<td>1.02</td>
</tr>
<tr>
<td>14</td>
<td>0.435</td>
<td>0.197</td>
<td>0.591</td>
<td>0.006</td>
<td>0.042</td>
<td>0.092</td>
<td>0.5896</td>
<td>0.09</td>
<td>1.34</td>
</tr>
<tr>
<td>16</td>
<td>0.429</td>
<td>0.195</td>
<td>0.593</td>
<td>0.006</td>
<td>0.04</td>
<td>0.097</td>
<td>0.6384</td>
<td>0.07</td>
<td>1.47</td>
</tr>
<tr>
<td>20</td>
<td>0.418</td>
<td>0.191</td>
<td>0.598</td>
<td>0.006</td>
<td>0.036</td>
<td>0.104</td>
<td>0.7199</td>
<td>0.07</td>
<td>1.68</td>
</tr>
<tr>
<td>25</td>
<td>0.407</td>
<td>0.188</td>
<td>0.602</td>
<td>0.006</td>
<td>0.033</td>
<td>0.112</td>
<td>0.8109</td>
<td>0.029</td>
<td>1.89</td>
</tr>
<tr>
<td>30</td>
<td>0.398</td>
<td>0.185</td>
<td>0.606</td>
<td>0.006</td>
<td>0.03</td>
<td>0.119</td>
<td>0.9003</td>
<td>0.02</td>
<td>2.07</td>
</tr>
<tr>
<td>40</td>
<td>0.385</td>
<td>0.181</td>
<td>0.611</td>
<td>0.006</td>
<td>0.027</td>
<td>0.132</td>
<td>1.0576</td>
<td>0.0096</td>
<td>2.34</td>
</tr>
</tbody>
</table>

### Table 4 design points and reliability for ZL=R-(Ls/dw)

<table>
<thead>
<tr>
<th>RL</th>
<th>H1</th>
<th>R</th>
<th>θ</th>
<th>d50</th>
<th>dw</th>
<th>Q</th>
<th>Ls</th>
<th>P(z)</th>
<th>β</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.146</td>
<td>0.18</td>
<td>0.461</td>
<td>0.006</td>
<td>1.805</td>
<td>0.024</td>
<td>0.365</td>
<td>1.00</td>
<td>-5.58</td>
</tr>
<tr>
<td>4</td>
<td>0.365</td>
<td>0.208</td>
<td>0.534</td>
<td>0.006</td>
<td>0.184</td>
<td>0.046</td>
<td>0.741</td>
<td>0.930</td>
<td>-1.51</td>
</tr>
<tr>
<td>6</td>
<td>0.413</td>
<td>0.212</td>
<td>0.545</td>
<td>0.006</td>
<td>0.135</td>
<td>0.05</td>
<td>0.814</td>
<td>0.830</td>
<td>-0.954</td>
</tr>
<tr>
<td>10</td>
<td>0.484</td>
<td>0.218</td>
<td>0.559</td>
<td>0.006</td>
<td>0.092</td>
<td>0.056</td>
<td>0.920</td>
<td>0.600</td>
<td>-0.257</td>
</tr>
<tr>
<td>12</td>
<td>0.511</td>
<td>0.22</td>
<td>0.564</td>
<td>0.006</td>
<td>0.08</td>
<td>0.058</td>
<td>0.959</td>
<td>0.503</td>
<td>-0.009</td>
</tr>
<tr>
<td>13</td>
<td>0.524</td>
<td>0.22</td>
<td>0.566</td>
<td>0.006</td>
<td>0.075</td>
<td>0.059</td>
<td>0.977</td>
<td>0.460</td>
<td>0.1</td>
</tr>
<tr>
<td>15</td>
<td>0.548</td>
<td>0.222</td>
<td>0.57</td>
<td>0.006</td>
<td>0.067</td>
<td>0.061</td>
<td>1.012</td>
<td>0.3840</td>
<td>0.296</td>
</tr>
<tr>
<td>20</td>
<td>0.599</td>
<td>0.225</td>
<td>0.579</td>
<td>0.006</td>
<td>0.054</td>
<td>0.064</td>
<td>1.078</td>
<td>0.246</td>
<td>0.688</td>
</tr>
<tr>
<td>25</td>
<td>0.641</td>
<td>0.227</td>
<td>0.585</td>
<td>0.006</td>
<td>0.046</td>
<td>0.068</td>
<td>1.141</td>
<td>0.160</td>
<td>0.993</td>
</tr>
<tr>
<td>30</td>
<td>0.679</td>
<td>0.229</td>
<td>0.59</td>
<td>0.006</td>
<td>0.04</td>
<td>0.067</td>
<td>1.187</td>
<td>0.107</td>
<td>1.24</td>
</tr>
<tr>
<td>40</td>
<td>0.742</td>
<td>0.232</td>
<td>0.599</td>
<td>0.006</td>
<td>0.032</td>
<td>0.075</td>
<td>1.274</td>
<td>0.051</td>
<td>1.63</td>
</tr>
</tbody>
</table>

### Table 5 design points and reliability for ZW=R-(Ws/dw)

<table>
<thead>
<tr>
<th>RW</th>
<th>H1</th>
<th>R</th>
<th>θ</th>
<th>d50</th>
<th>dw</th>
<th>Q</th>
<th>Ws</th>
<th>P(z)</th>
<th>β</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.103</td>
<td>0.179</td>
<td>0.998</td>
<td>0.006</td>
<td>0.499</td>
<td>0.056</td>
<td>0.102</td>
<td>1.00</td>
<td>-4.28</td>
</tr>
<tr>
<td>1</td>
<td>0.196</td>
<td>0.194</td>
<td>0.794</td>
<td>0.006</td>
<td>0.239</td>
<td>0.057</td>
<td>0.239</td>
<td>0.995</td>
<td>-2.56</td>
</tr>
<tr>
<td>5</td>
<td>0.376</td>
<td>0.211</td>
<td>0.63</td>
<td>0.006</td>
<td>0.113</td>
<td>0.057</td>
<td>0.566</td>
<td>0.800</td>
<td>-0.825</td>
</tr>
<tr>
<td>6</td>
<td>0.405</td>
<td>0.213</td>
<td>0.614</td>
<td>0.006</td>
<td>0.104</td>
<td>0.058</td>
<td>0.623</td>
<td>0.740</td>
<td>-0.628</td>
</tr>
<tr>
<td>9</td>
<td>0.477</td>
<td>0.218</td>
<td>0.579</td>
<td>0.006</td>
<td>0.086</td>
<td>0.058</td>
<td>0.775</td>
<td>0.580</td>
<td>-0.189</td>
</tr>
<tr>
<td>10</td>
<td>0.498</td>
<td>0.219</td>
<td>0.57</td>
<td>0.006</td>
<td>0.082</td>
<td>0.058</td>
<td>0.820</td>
<td>0.530</td>
<td>-0.705</td>
</tr>
<tr>
<td>12</td>
<td>0.536</td>
<td>0.221</td>
<td>0.555</td>
<td>0.006</td>
<td>0.075</td>
<td>0.058</td>
<td>0.905</td>
<td>0.450</td>
<td>0.122</td>
</tr>
<tr>
<td>15</td>
<td>0.587</td>
<td>0.223</td>
<td>0.538</td>
<td>0.006</td>
<td>0.068</td>
<td>0.058</td>
<td>1.018</td>
<td>0.360</td>
<td>0.363</td>
</tr>
<tr>
<td>20</td>
<td>0.66</td>
<td>0.227</td>
<td>0.516</td>
<td>0.006</td>
<td>0.059</td>
<td>0.058</td>
<td>1.189</td>
<td>0.250</td>
<td>0.675</td>
</tr>
<tr>
<td>25</td>
<td>0.722</td>
<td>0.23</td>
<td>0.499</td>
<td>0.006</td>
<td>0.054</td>
<td>0.058</td>
<td>1.342</td>
<td>0.180</td>
<td>0.916</td>
</tr>
<tr>
<td>40</td>
<td>0.874</td>
<td>0.232</td>
<td>0.467</td>
<td>0.006</td>
<td>0.043</td>
<td>0.059</td>
<td>1.720</td>
<td>0.080</td>
<td>1.42</td>
</tr>
</tbody>
</table>
Discussion

It is very important that any designer should keep the downstream and upstream flow characteristics in mind before designing a conveyance structure after the flip bucket spillway structure. For safety and stability of the structure, special attention must be given to monitor downstream scour holes.

The fitting of the power models of equations 16, 17 and 18 using the logarithmic transformation and leads to an equation that has unbiased partial regression coefficients and provides unbiased estimates of $d_v$, $L_s$ and $W_s$.

The residual prediction for depth and length and width shows in Figures 2, 5, and 8 respectively. It shows the range number of residual for depth is between (-4, 4), length and width (-3, 3) respectively.

The statistical analysis of the data predicted by the equation developed in this study and comparison with observed values in this model (table 1) show high values of the correlation coefficient (0.99, 0.98 and 0.95), and less value of the root mean square error (0.4, 0.998 and 1.823) which indicate that the equations developed herein accurately predict model scour geometry.

Comparisons between 5 hydraulic models for design are shown in Fig. 17. It shows that correlation coefficient between observed (X) and predicted (Y) values in this method are more than other methods.

Conclusions

In this paper, we presented the traditional empirical formulas used to obtain prediction of geometry scour hole with the probabilistic multivariate regression, and the analysis of reliability estimation of scour hole downstream of flip bucket spillway.

It is based on the approach of probabilistic methods and it involved analysis of an extensive data base in order to obtain the geometry of scour hole after the flip bucket spillway of the given parameters of $q$, $H_1$, $R$, $\Theta$, $d_v$, and $d_{50}$.

Reliability analysis can provide a formal approach to the analysis of the performance of hydraulic structures, taking all uncertainties in models, load- and strength variables into account.

Further analysis of the other components and prototype data should be carried out in order to find the weak links of the hydraulic structure. The vulnerability of a hydraulic structure can then be improved by strengthening these weak elements.
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Appendix

In this paper the following notation was used:

\( d_s \) = Scour depth [m]
\( L_s \) = Length of apron [m]
\( W_s \) = Width of structure [m]
\( H_1 \) = Upstream water depth [m]
\( R \) = Bucket radius [m]
\( \Theta \) = Lip angle [rad]
\( d_{50} \) = Median bed material diameter [mm]
\( \sigma_{50} \) = Standard deviation bed material [mm]
\( G_s \) = Specific gravity
\( \rho_w \) = Density of water [kg/m³]
\( \rho \) = Density of bed particle [kg/m³]
\( \mu_v \) = Dynamic viscosity [pas]
\( v \) = Average velocity [m/s]
\( q \) = Discharge [m³/s.m]
\( t \) = Time [s]
\( g \) = Gravity acceleration [m/s²]
\( d_n \) = Normal water depth [m]
\( F_r \) = Froude number
\( \hat{Y} \) = predicted value of the criterion (dependent) variable \( Y \)

\( \alpha_i \) = sample estimates
\( X \) = Observed value
\( Y \) = Predicted value
\( Z \) = reliability function
\( \mu \) = Mean value
\( \sigma \) = Standard deviation
\( R_i \) = Strength
\( L_j \) = Load
\( P_f \) = Probability of failure
\( P_s \) = Probability of safe
\( F_{\alpha} \) = Probability distribution
\( f_{\alpha} \) = Density function
\( \beta \) = Reliability index
\( R_d \) = Resistance for depth
\( R_l \) = Resistance for length
\( R_w \) = Resistance for width
\( U \) = Velocity in X direction [m/s]
\( V \) = Velocity in Y direction [m/s]
\( n_f \) = Number of simulations leading to failure
\( n \) = Total number of simulations


