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Abstract—Interferometric techniques are now well known to retrieve data between two receivers by the cross-correlation of the data recorded by these receivers. Cross-correlation methods for interferometry rely mostly on the assumption that the medium is loss free and that the sources are all around the receivers. A recently developed method introduced interferometry by deconvolution that is insensitive to loss mechanisms by principle and requires sources only on one side of the receivers. In this paper, we develop such method for ground-penetrating radar, illustrate the concept, and discuss implications for practical applications with numerical examples.
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I. INTRODUCTION

THE NOTION of interferometry to mean the generation of pulse-echo responses from passive recordings and to use the newly constructed data for imaging the surroundings is known for more than 20 years [1], [2]. During the last eight years, many interferometric methods have been developed for random fields and for controlled-source data. What the underlying theories have in common is that the medium is assumed to be lossless and reciprocal. The main reason for this underlying assumption is that the wave equation in lossless and reciprocal media is invariant for time reversal. For an overview of the theory of “seismic interferometry” or “Green’s function retrieval” and its applications to passive as well as controlled-source data, we refer to a reprint book [3], which contains a large number of papers on this subject. Similarly, time-reversal techniques are well known in several branches of science and technology, and they are still actively being researched [4]–[9]. Model-driven time-reversal imaging techniques can account for energy dissipation by not only correcting for travel time delay but also for amplitude effects [10].

The first analysis of the interferometric method for ground-penetrating radar (GPR) data, in which losses play a prominent role, can be found in [11]. It was shown that losses lead to amplitude errors as well as the occurrence of spurious events. By choosing the recording locations in a specific way, the spurious events arrive before the first desired arrival and can thus be identified [12]. In many applications in natural soil, the losses are too high to neglect, and this problem can be circumvented using cross-convolution techniques when the sources are located on an irregular boundary [13]. The number of acquisition configurations where cross-convolution methods can be used is rather limited. By choosing one receiver in a lossless medium, e.g., air, and a configuration with all dissipative parameters outside the surface distribution of noise or transient sources, cross-correlation methods work without strong amplitude errors in the time window of interest [14]. A cross-borehole application of the cross-correlation method can be found in [15]. The occurrence of spurious events decreases with increasing irregularity of the boundary surface and decreases with increasing strength of the subsurface heterogeneity. This approach is valid for waves and diffusive fields in dissipative media. Independently, it was shown that a volume distribution of uncorrelated noise sources, with source strengths proportional to the dissipation parameters of the medium, precisely compensates for the energy losses [16]–[18]. As a consequence, the responses obtained by interferometry in such configurations are error free. Also, this approach holds for waves in dissipative media and for pure diffusion processes. Recently, it was shown that interferometry by cross correlation, including its extensions for waves and diffusion in dissipative and/or moving media, can be represented in a unified form [19], [20]. From the results of these studies, we conclude that the previously described methods provide a rather limited practical approach to applications where intrinsic loss factors play a significant role. For specific configurations, interferometry can be applied through a deconvolution of the up going field by the down going field at the same depth level [21]. Here, we demonstrate that “interferometry by deconvolution (IbD)” is suitable for GPR applications.

II. ONE-DIMENSIONAL RADAR WAVE INTERFEROMETRY IN DISSIPATIVE MEDIA

Let us start by illustrating the concept in a 1-D setting. The 1-D version of IbD was introduced by Riley and Claerbout for seismic waves [22]. It is valid for dissipating media, and therefore, it is of interest for GPR applications. It starts with a source in a stack of layers, and the fields that define the energy state are recorded at a particular depth level away from the source level. These recorded fields can be decomposed into flux-normalized down and up going wave field potentials. At any source-free depth level \( z_1 \) and for any frequency value \( \omega \), we can write the electric \( E(z_1, \omega) \) and magnetic \( H(z_1, \omega) \) fields...
in terms of up going \( \hat{p}^-(z_1, \omega) \) and down going \( \hat{p}^+(z_1, \omega) \) wave field potentials as

\[
\begin{bmatrix}
\hat{E}(z_1, \omega) \\
\hat{H}(z_1, \omega)
\end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix}
\sqrt{\hat{Z}(\omega)} & \sqrt{\hat{Z}(\omega)} \\
\sqrt{\hat{Y}(\omega)} & -\sqrt{\hat{Y}(\omega)}
\end{bmatrix} \begin{bmatrix}
\hat{p}^+(z_1, \omega) \\
\hat{p}^-(z_1, \omega)
\end{bmatrix}
\]

(1)

where, for the moment, we assume that the medium parameters are continuous across the depth level \( z_1 \). The plane wave impedance \( \hat{Z} \) is given by \( \hat{Z} = \sqrt{\zeta/\eta} \), with \( \zeta = j\omega\mu \), \( \mu \) being the magnetic permeability, and \( \eta = j\omega\varepsilon + \sigma \), where the electric permittivity and conductivity are given by \( \varepsilon \) and \( \sigma \). The plane wave admittance \( \hat{Y} \) is the reciprocal of the plane wave impedance. We call the up and down going wave field potential flux normalized because the unit of these decomposed wave fields \( \hat{p}^\pm(z_1, \omega) \) in the space-time domain is \( \sqrt{J/m} \). For a source located above the receiver level, it was shown that the up going part deconvoluted in the time domain by the down going part yields the reflection response of the stack of layers that are below the receivers, while all other interfaces have disappeared and a homogeneous half-space exists above the receiver level. Deconvolution in the time domain corresponds in the frequency domain. In the right-hand side of (2), two recorded wave fields occur, the up going field at the receiver level and the down going field at the receiver level, both due to a source at a higher level. In the left-hand side of (2), a reflection response occurs at the receiver level due to a source at that same level. We have hereby created a new response through deconvolution that can be understood as a weighted form of cross correlation, for which reason we call it IbD [23].

A straight division as described in (2) can be numerically unstable, and a stabilized version is given by

\[
\hat{R}_0(z_1, z_1, \omega) = \frac{\hat{p}^-(z_1, z^S, \omega) \left[ \hat{p}^+(z_1, z^S, \omega) \right]^*}{|\hat{p}^+(z_1, z^S, \omega)|^2 + \epsilon^2}
\]

(4)

where the superscript \(^*\) denotes complex conjugation and \( \epsilon \) is the stabilization factor. The following two important observations can be made from (2) and Fig. 1. First, we have eliminated the original source without needing to know its location other than that it must be located above the receiver level. Second, this newly created response does not contain the direct field, which is usually strong in GPR applications, nor does it contain any information from the level above the receivers. The method is called data driven because the measured electric and magnetic field strengths are used to construct the reflection response. In the decomposition step, the medium parameters must be known, and this is the only non-data-driven part, although the expected absence of the direct field in the reflection response can be used as a criterion to estimate these medium parameters from the data as well.

Consequentially, above surface objects, whose presence show up as reflections that can hamper GPR data interpretation [24], [25], are eliminated in this process. Eliminating the overburden can be achieved through IbD at any depth level. This implies that it is very suitable in monitoring studies when a horizontal borehole is available, and the changes in the target zone can be studied using time-lapse GPR data, without being bothered by all changes in the subsurface above the target zone, e.g., changed weather conditions or changes due to anthropogenic activities. A last interesting detail in this procedure, which was not considered in [22], is the possible presence of an interface at the receiver level, such as the Earth surface. Fig. 1 is just a sketch, and the exact location of the up and down going wave fields is not specified. If the receivers are located in a homogeneous layer, the up going wave field just above the receiver level is the same as the up going wave field just below the receiver level, and the same applies for the down going wave fields. However, although the recorded transverse electric and magnetic field components are continuous across an interface, the decomposed wave field potentials are not. This implies that when the receivers are located at an interface between two different layers, different up and down going wave field potentials occur at both sides of the interface as shown in Fig. 2 and both can be recovered. In principle, it does not matter whether the up and down going field potentials above or below the interface are used. Of course, the presence of the interface remains in the created data when the up and down going wave field potentials above the interface are used, while it vanishes when the up and down going wave field potentials
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measurements or estimated from the data. The surface are known. They can be obtained by independent decompositions. To carry out the decomposition of the data usually a strong reflector, and for data recorded at the Earth below the interface are used. In particular, the Earth surface is Fig. 3. Configuration for one-way reciprocity theorems.

below the interface are used. In particular, the Earth surface is usually a strong reflector, and for data recorded at the Earth surface, it is worthwhile to use the fields below the surface in the deconvolution. To carry out the decomposition of the data into up and down going wave field potentials below the Earth surface, it is necessary that the medium parameters just below the surface are known. They can be obtained by independent measurements or estimated from the data.

III. THREE-DIMENSIONAL RADAR WAVE INTERFEROMETRY IN DISSIPATIVE MEDIA

To facilitate such decomposition in a general 3-D heterogeneous setting, we employ the reciprocity theorem for one-way fields and apply it on a domain with two horizontal boundaries, see Fig. 3, and assume that the side of the domain is at infinity. The necessity of flat horizontal boundaries can be relaxed under certain conditions, and the derived representations also hold for smoothly curved boundaries [26]. Following [27], we write the frequency domain one-way field reciprocity theorem for two independent states A and B as

\[
\int_{\partial D} n_3 (\hat{p}_A) \hat{N} \hat{p}_B \, d^2 x = \int_{D} \left\{ (\hat{p}_A)^t \hat{N} \hat{s} + (\hat{s}_A)^t \hat{N} \hat{p}_B \right\} \, d^3 x
\]

(5)

where \(\partial D\) denotes the two flat boundaries with outward unit normal \(n_3\) and the superscript \(t\) denotes transposition. The \(4 \times 1\) electromagnetic one-way field vector field \(\hat{p}\) contains flux-normalized down and up going fields \(\hat{p} = (\hat{p}^+, \hat{p}^-)^t\), and the \(4 \times 1\) electromagnetic source vector contains flux-normalized down and up going source components \(\hat{s} = (\hat{s}^+, \hat{s}^-)^t\) given by the \(2 \times 1\) vectors \(\hat{p}^\pm = \hat{p}^\pm(x, \omega)\) and \(\hat{s}^\pm = \hat{s}^\pm(x, \omega)\) [28]. The matrix \(\hat{N}\) is given by

\[
\hat{N} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}
\]

(6)

Fig. 2. (a) Receivers at a homogeneous level. Up going waves only come from below the receiver level, while down going waves only come from above the receiver level. (b) Receiver at an interface of discontinuity. Up and down going waves occur at both sides of the receiver level.

\[
\begin{array}{c}
\hat{p}^+(z_i, z_i^+, \omega) \\
\hat{p}^-(z_i, z_i^-, \omega)
\end{array}
\]

(a)

\[
\begin{array}{c}
\hat{p}^+(z_i, z_i^+, \omega) \\
\hat{p}^-(z_i, z_i^-, \omega) \\
\hat{p}^+(z_i, z_i^+, \omega) \\
\hat{p}^-(z_i, z_i^-, \omega)
\end{array}
\]

(b)

where the matrices \(\mathbf{I}\) and \(\mathbf{O}\) are the \(2 \times 2\) identity and null matrices, respectively. To construct the vector \(\hat{p}\), we must record all horizontal components of the electric and magnetic field strengths on a grid, and we apply decomposition to these components. Note that (5) holds for equal media in the two states inside \(\mathbb{D}\), while outside \(\mathbb{D}\), the media in the two states can be different. The explicit expressions for the decomposition and composition operators are given in the Appendix. It suffices here to say that this decomposition can be carried out if the vertical component of the Poynting vector is known, which implies that the two horizontal components of the electric and magnetic field strengths are known. Electric field strengths are usually measured by GPR antennas, but also, small loop antennas can be used to measure the electromagnetic force that is directly related to the magnetic field [29], [30].

First, we assume that, in both states, the sources are outside \(\mathbb{D}\); this reduces (5) to

\[
\int_{\partial D_1} \left\{ (\hat{p}_A^+) \hat{N} \hat{p}_B - (\hat{p}_A^-) \hat{N} \hat{p}_B \right\} \, d^2 x = \int_{\partial D_m} \left\{ (\hat{p}_A^+) \hat{N} \hat{p}_B - (\hat{p}_A^-) \hat{N} \hat{p}_B \right\} \, d^2 x. \quad (7)
\]

In the following analysis, state A represents the desired reflection response with a new source at the receiver level of state B in an earth with different boundary conditions than the real earth, obtained through IbD. The difference is that the medium above the boundary \(\partial D_1\) is homogeneous and has the same properties as that just below \(\partial D_1\), see Fig. 4(a). For state A, we choose a down going source component just above the level \(\partial D_1\) and put receivers at the same level \(\partial D_1\). We define the reflection response of the medium below \(\partial D_1\) as the \(2 \times 2\) matrix \(\hat{R}_R(x, x, \omega)\), where the subscript “0” denotes that no reflectors exist above the level \(\partial D_1\) and the superscript “+” indicates that the reflection is a response to a down going source field. We therefore find in state A for \(x \in \partial D_1\)

\[
\begin{pmatrix}
\hat{p}_A^+(x, \omega) \\
\hat{p}_A^-(x, \omega)
\end{pmatrix} = \begin{pmatrix} \delta(x_H - x_{H,A}) & 0 \\ 0 & \delta(x_H - x_{H,A}) \end{pmatrix} \begin{pmatrix} \hat{R}_R^+(x, x, \omega) \\
\hat{R}_R^-(x, x, \omega) \end{pmatrix}
\]

(8)

where the subscript \(H\) is used to denote the horizontal coordinates only; hence, \(x_H = (x_1, x_2)\) and \(x_{H,A} = (x_{1,A}, x_{2,A})\).
the latter representing the horizontal coordinates of $x_A$. At $x \in \partial D_m$, we have again only down going fields

$$x \in \partial D_m \begin{cases} \hat{p}^+_A(x, \omega) = \hat{T}^+(x, x_A, \omega) \\ \hat{p}_A(x, \omega) = 0 \end{cases}$$

where $\hat{T}^+(x, x_A, \omega)$ is the $2 \times 2$ transmission response between the levels $\partial D_1$ and $\partial D_m$.

State $B$ represents the actual state of the measured response of the real earth. Consider the GPR acquisition geometry with an air-launched transmitter antenna, see Fig. 4, with a source at $x_S$ in the air and the receivers $x$ at the Earth surface $\partial D_1$. Both in the air above the receiver antennas and below the receiver antennas in the domain between $\partial D_1$ and $\partial D_m$, there can be heterogeneities, and the medium can be dissipative anywhere in space. From (8), we can see that we would like to reconstruct a $2 \times 2$ reflection response matrix at each receiver location. This requires two source types, or two independent vector components, at each location. For each source component and after decomposition, we have for state $B$ the down and up going components of the recorded earth response, including possible above surface reflections, given by

$$x \in \partial D_1 \begin{cases} \hat{p}^+_B(x, \omega) = \hat{p}^+(x, x_S, \omega) \\ \hat{p}_B(x, \omega) = \hat{p}^+(x, x_S, \omega) \end{cases}$$

We choose the level $\partial D_m$ to be below all heterogeneities; hence, there are only nonzero down going field components at the level $\partial D_m$

$$x \in \partial D_m \begin{cases} \hat{p}^+_B(x, \omega) = \hat{p}^+(x, x_S, \omega) \\ \hat{p}_B(x, \omega) = 0 \end{cases}$$

These two vectors for the up and down going fields for each source type or component are put in $2 \times 2$ matrices $\hat{P}^\pm(x, \omega)$ given by

$$x \in \partial D_1 \begin{cases} \hat{P}^+_B(x, \omega) = \hat{P}^+(x, x_S, \omega) \\ \hat{P}^-_B(x, \omega) = \hat{P}^-(x, x_S, \omega) \end{cases}$$

$$x \in \partial D_m \begin{cases} \hat{P}^+_B(x, \omega) = \hat{P}^+(x, x_S, \omega) \\ \hat{P}^-_B(x, \omega) = 0 \end{cases}$$

An explicit expression for the reflection response in terms of the electric and magnetic field strengths, analogous to (3), is given in the Appendix. The matrix inversion in (16) can be solved in the least squares sense using a stabilized form given by

$$\hat{R}_0^{+^{\text{IBD}}} = \hat{P}^-\left(\hat{P}^+\right)^\dagger\left[\hat{P}^+\left(\hat{P}^+\right)^\dagger + \epsilon I\right]^{-1}$$

which is the matrix form expression in the frequency domain and is similar to the scalar acoustic virtual source method [36]. The factor $|\hat{S}|^{-2}$ denotes the power spectrum of the source signature because the autocorrelation of the time source signature is in the numerator and must be compensated for. This implies that, when this approach is used on measured data, this power spectrum should be known. Of course, in general, the matrix $\hat{P}^+\left(\hat{P}^+\right)^\dagger$ is not close to $I$, and (18) cannot be used for most GPR data. In the time domain, this matrix inversion is equivalent to space-time deconvolution with the autocorrelation of the down going field potential. This autocorrelation obviously has its major component in the origin, which would amount to merely a scaling amplitude factor. However, the autocorrelation also contains all interactions with the first down going wave and all later arrivals, which remain in the autocorrelation at times different than zero. These events eliminate all events related to the medium above the receivers that are present in the up going heterogeneous media, it can only be solved when the decomposed data $\hat{P}^-(x_A, x_S, \omega)$ and $\hat{P}^+(x, x_S, \omega)$ are recorded at a sufficient number of receiver positions $x_A \in \partial D_1$ and for a sufficient number of source positions $x_S$. It follows that two horizontal source electric dipole orientations are sufficient to solve (14), see, e.g., [31] for an elastic example. In matrix notation [32], (14) can be written as

$$\hat{P}^- = \hat{R}_0^+\hat{P}^+.$$
wave field potential. When the reflectors above the receivers are weak and/or far away from the reflectors below the receivers, they can be neglected, and then, the cross-correlation method of (18) will produce accurate results. When the stabilization factor \( \epsilon_2 \) is taken very large, IbD becomes a scaled version of CC. When the factor becomes very small, the noise in the data and the evanescent waves will blow up and destroy the result. Hence, \( \epsilon_2 \) should be taken as small as possible but large enough to prevent blow up of unwanted features. The two possible methods to reconstruct a reflection response are illustrated with two numerical examples.

IV. NUMERICAL EXAMPLES

A 1-D layered earth is used to illustrate the concept and discuss some implications for practical applications of the developed method in this paper. The configuration is shown in Fig. 5, where the electric permittivity and conductivity of a layered half-space below the surface with seven layers of finite thickness and different permittivity conductivity values are indicated in the layers. The magnetic permeability of all layers in the model has the free space value. For the first example, the source height \( h_0 \) is 24 cm above the surface, and the source time signature is a Ricker wavelet with a center frequency of 250 MHz. The wave field is modeled with parallel \( y \)-directed antennas of infinite length and with an offset in the \( x \)-direction, as a 2-D model for the regular surface reflection GPR parallel broadside setup. The receivers are placed on the surface. In addition, the \( x \)-directed magnetic field component is modeled and used for the up–down wave field separation. Because the layered model is 1-D, we can carry out the up–down wave field separation in the wavenumber–frequency domain, and the matrix inversion described in (17) is replaced by a multidimensional deconvolution, which can also be carried out in the wavenumber–frequency domain by pointwise division. This implementation is equivalent to using the same offsets for sources and receivers, and it was taken as 10 cm in the computation of the presented examples. The recorded \( y \)-component of the electric field is shown in Fig. 6 in both wavenumber–frequency (a) and space-time (b) domains. The color axis in Fig. 6(a) is chosen such that all amplitudes below –90 dB relative to the maximum amplitude are saturated blue and the horizontal axis is a function of wavenumber. For all wavenumber–frequency plots, we use the wavenumber \( \lambda = k/(2\pi) \) and frequency \( f = \omega/(2\pi) \). In Fig. 6(a), two straight lines can be seen; across which, strong amplitude changes occur. These are the lines corresponding to \( f/\lambda = c_0 \) and \( f/\lambda = c_1 \), which correspond to the direct air and ground waves, respectively. The color axis in Fig. 6(b) is chosen such that all strengths above 10% of the maximum are saturated red and below 10% of the minimum are saturated blue to ensure visibility of weaker reflections at later times. The up–down separation is carried out using the \( y \)-component of the electric field and the \( x \)-component of the magnetic field according to the 2-D equivalent of (34). To circumvent reconstruction of numerical accuracy, the stabilization value was chosen to be

\[
\epsilon_2 = 10^{-4.5} \max \{ \hat{P}^+(\hat{P}^+)^i \} \tag{19}
\]

such that all numbers below the –45-dB point are saturated for computing the inverse expression between the square brackets in the right-hand side of (17). The inversion procedure of (17) with the defined value for \( \epsilon_2 \) and the cross-correlation procedure of (18) is carried out in the wavenumber domain, and the amplitude of the result is shown in decibels after normalizing the amplitude to the maximum of the down going wave field amplitude. The results are shown in Fig. 7 for the IbD in wavenumber–frequency (a) and space-time (b) domains, and for interferometry by cross correlation in wavenumber–frequency and space-time domains in Fig. 7(c) and (d), respectively. By comparing the spectra in Fig. 7(a) and (c), it can be seen that information about the air layer is still in the cross-correlation result, while it has disappeared in the IbD result. With this value of \( \epsilon_2 \), the full reflection response is reconstructed, and the wavenumber–frequency plot of the direct modeled reflection response is indistinguishable from the reflection response reconstructed with IbD. This can be expected because the reconstructed spectrum is well within the –45-dB level of the recorded data. The reason is that the original source height is relatively small compared to the dominant wavelength of the source signature. Hence, in the space-time domain, the result in Fig. 7(b) corresponds to the exact reflection response, which is the same as the result obtained by IbD. This shows the full potential of the method when the bandwidth of the data is sufficiently wide for the construction of the reflection response. The CC result shown in Fig. 7(d) shows that, although the main features are all present, a lot of artifacts can be observed due to the fact that the surface-related events have not been eliminated. This elimination is only achieved by matrix inversion. A more difficult configuration is when the sources are lifted higher above the ground surface. If the height is increased such that antennas are in the far field, the effect of spectrum masking is visible. The height is increased to 10 m above the ground surface, and the wavenumber–frequency and space-time domain plots are shown in Fig. 8. Because the
spatial bandwidth is now rather limited, we can take a 25-cm spacing between the receivers to avoid aliasing, and the maximum offset is comparably enlarged. From the spectrum in Fig. 8(a), it can be seen that the line $\lambda = f/c_0$ is the cut-off line, and for all wavenumbers $\lambda > f/c_0$, the waves are evanescent and are exponentially damped very strongly due to the large vertical distance between the ground surface and the transmitter antenna. This loss of information cannot be retrieved by any data processing method. The up–down wave field decomposition can still be carried out within the available bandwidth, and the IbD and cross correlation are carried out to obtain a spectrum within the bandwidth of the original data. These wavenumber–frequency domain results, scaled by the maximum amplitude of the electric field of Fig. 8(a), are shown in Fig. 9(a) for IbD and in Fig. 9(c) for cross correlation. The corresponding space-time domain results are shown in Fig. 9(b) and (d). These results should be compared with Fig. 7(a) and (b) where the exact results as obtained by IbD are shown in wavenumber–frequency domain (scaled by a different factor) and in space-time domain. It can be concluded that the wavenumber domain bandwidth is quite limited for this situation. This is exemplified in the space-time domain results where, in Fig. 9(b), the large offset slopes of all reflections run parallel and relate to the wave velocity in air. This is due to the fact that, below the surface, there is no wave energy propagating at angles beyond the critical angle due to the large vertical distance above the surface of the original source. Only in a limited offset range is the reflection response correctly retrieved, but even there, the effect of the limited bandwidth is visible by noncausal events that are extensions of the large offset events. In Fig. 9(d), it can be seen that, for early times, the reflection events look almost correct for short offsets, but at later times, many spurious events show up. These spurious events are caused by higher amplitude multiple surface interactions that are present in the down going wave field potential, and these can be reduced by time windowing the down going wave field potential before carrying out the cross correlation. A second important observation is that the noncausal events that are strongly visible in the IbD results are much weaker in the CC result. The reason is that the amplitude in the wavenumber–frequency domain is much smaller in the CC result near wavenumbers that correspond to the free space wavenumber, as can be seen in Fig. 9(c), while in the IbD result, there is almost a step change in amplitude near those wavenumbers, as can be seen in Fig. 9(a). Hence, in the IbD results, they can be filtered out by filtering the wavenumber–frequency domain near the sudden change in amplitude (where one goes from propagating to evanescent waves). A geometrical interpretation would be that, for all incidence angles larger than $30^\circ$, no source energy is present in the reconstructed data. The IbD procedure eliminates the ground surface, and the upper half-space has the properties of the first layer. Then, with a source and receiver height of 50 cm above the first interface, the offset at which no propagating wave field is retrieved is 87 cm. This is shown in Fig. 10 where the zero and 1-m offset reconstructed A-scans are shown in (a) and (b), respectively. In this figure, all traces are normalized to their own maximum. The reason is that, in the cross-correlation method, the source wavelet is squared in amplitude, and to correct it, spectral balancing is required, which is easily done when the source wavelet is known. The second reason is that, in the cross-correlation method, the amplitude of the down going wave field is neglected. The zero offset results in Fig. 10(a) are quite good, although the cross-correlation result has a higher level of spurious events. As expected, the results at 1-m offset shown in Fig. 10(b) already suffer from strong amplitude effects, and spurious events emerge in the IbD results, while the cross-correlation result is almost no longer useful because a lot of multiple events remain in the data with strong amplitudes. To
Fig. 7. Reflection responses obtained by IbD in the (a) wavenumber–frequency and (b) space-time domains and similar results obtained by cross correlation in the (c) wavenumber–frequency and (d) space-time domains. The wavenumber–frequency domain results are normalized by the maximum amplitude of the electric field strength.

demonstrate that the IbD results have quite accurate amplitudes at small offsets even though the bandwidth is quite limited, Fig. 11 shows the zero and 50-cm offset results in the true amplitude of the direct modeled trace, labeled as the exact result, and the result from the IbD procedure. At zero offset, Fig. 11(a), the first onset of the signal is overestimated in the reflections from the first two interfaces, while the other reflection events are retrieved with a high degree of accuracy. At a 50-cm offset, Fig. 11(b), the amplitude of the first reflection event is underestimated, but the others are all quite accurately retrieved. Deeper interfaces are obtained correctly for longer offsets because the travel paths still fall within the available bandwidth.

V. CONCLUSION

The concept of IbD has been illustrated, and the full 3-D form has been derived. The method effectively eliminates the sources used in an experiment where the receivers are in a plane and all sources are located on one side of the receiver plane. The method replaces the heterogeneous medium above the receiver level by a half-space that has the medium parameters of the medium at the receiver level. It consists of two steps; first, the measured wave field is decomposed in up and down going wave fields using flux normalization in the decomposition. The second step is to resolve the reflection response matrix from a matrix equation that writes the up going wave field as the matrix product of the reflection response matrix and the down going wave field matrix. Only in the decomposition step is the information of the medium at the receiver level required; all other steps are completely data driven.

One example showed that, when the spectral information of the wave field that is to be reconstructed in the reflection response matrix is present in the recorded data, the IbD reconstruction is perfect. The second showed that one cannot retrieve more information than that present in the data. In particular, for
Fig. 8. (a) Wavenumber–frequency and (b) space-time plots of the electric field recording of receivers for the configuration in Fig. 5 with one transmitter antenna position at \( h_0 = 10 \text{ m} \) above the ground surface.

Sources in the far field of the Earth surface, wavenumbers higher than the free space wavenumber are present with vanishing field strength in the data, leading to a limited source–receiver offset range that can be reconstructed. The data that are reconstructed in such situations are still very accurate at small offsets. This means that the monostatic and bistatic modes of operation can be retrieved from this type of measurements and interferometry procedure and opens the way for passive GPR applications by exploiting solar and extraterrestrial electromagnetic noise in the GPR bandwidth to reconstruct GPR data without reflections from the Earth surface in the data.

APPENDIX
FLUX-NORMALIZED DECOMPOSITION AND COMPOSITION OPERATORS

For 3-D electromagnetic waves and fields in an acquisition configuration where depth is the preferred direction, we store the transverse electric and magnetic field components in the wave vector

\[
\mathbf{f} = (\hat{E}_1, \hat{E}_2, \hat{H}_2, -\hat{H}_1)^t
\]

which we can write as \( \mathbf{f} = (\mathbf{f}_1^t, \mathbf{f}_2^t)^t \), where \( \mathbf{f}_1 \) contains the two components of the electric field and \( \mathbf{f}_2 \) contains the two components of the magnetic field. The vector \( \mathbf{f} \) satisfies the source free vector Maxwell equation given by

\[
\partial_3 \mathbf{f} = \hat{\mathbf{A}} \mathbf{f}
\]

with the system matrix \( \hat{\mathbf{A}} \) given by

\[
\hat{\mathbf{A}} = \begin{pmatrix} \mathbf{O} & \hat{\mathbf{A}}_{12} \\ \hat{\mathbf{A}}_{12} & \mathbf{O} \end{pmatrix}
\]

where the antidiagonal block matrix operators are given by

\[
\hat{\mathbf{A}}_{12} = \begin{pmatrix} -\zeta + \partial_1 \eta^{-1} \partial_1 & \partial_1 \eta^{-1} \partial_2 \\ \partial_2 \eta^{-1} \partial_1 & -\zeta + \partial_2 \eta^{-1} \partial_2 \end{pmatrix}
\]

\[
\hat{\mathbf{A}}_{21} = \begin{pmatrix} -\eta + \partial_2 \zeta^{-1} \partial_2 & -\partial_2 \zeta^{-1} \partial_1 \\ -\partial_1 \zeta^{-1} \partial_2 & -\eta + \partial_1 \zeta^{-1} \partial_1 \end{pmatrix}
\]

Note that \( \hat{\mathbf{A}} \) obeys the symmetry relation

\[
\hat{\mathbf{A}}^t \mathbf{N} = -\mathbf{N} \hat{\mathbf{A}}
\]

where the property \( \partial_3 \mathbf{f} = \partial_3 \mathbf{f}^t \) is used. For the decomposition of \( \hat{\mathbf{A}} \), we assume that, at the two boundaries \( \partial \mathcal{D}_1 \) and \( \partial \mathcal{D}_m \), the medium is homogeneous, and we apply a 2-D horizontal spatial Fourier transformation defined as

\[
\tilde{\mathbf{f}}(k_T, x_3, \omega) = \int_{x_T \in \mathbb{R}^2} \exp(j k_T \cdot x_T) \mathbf{f}(x, \omega) d^2x_T
\]

where the horizontal vectors are denoted with a subscript \( T \), such as \( k_T = (k_1, k_2) \). Applying this transformation to (21) gives a transformed algebraic system matrix obeying the following symmetry property in the transformed domain:

\[
\tilde{\hat{\mathbf{A}}}^t(-k_T, x_3, \omega) \mathbf{N} = -\mathbf{N} \tilde{\hat{\mathbf{A}}}(k_T, x_3, \omega)
\]

where the minus sign in the argument of the left-hand side is due to the sign change under transposition of the partial derivatives with respect to the horizontal coordinates.

Decomposition into down and up going wave field potentials is established by carrying out an eigenvalue decomposition on the system matrix \( \hat{\mathbf{A}} \) such that

\[
\hat{\mathbf{A}} = \hat{\mathbf{L}} \hat{\mathbf{L}}^{-1}
\]
Fig. 9. Reflection responses obtained from the data shown in Fig. 8 obtained by deconvolution in the (a) wavenumber–frequency and (b) space-time domains and similar results obtained by cross correlation in the (c) wavenumber–frequency and (d) space-time domains. The wavenumber–frequency domain results are normalized by the maximum amplitude of the electric field strength.

Fig. 10. Comparison of exact reflection response and the two responses obtained by the interferometry methods in the time domain at (a) zero offset $x^O = 0$ and at (b) 1-m offset $x^O = 1$ m. All reflection responses are normalized to their own maximum amplitude.
where $\hat{L}$ denotes the composition matrix and $\tilde{\Gamma}$ is given by

$$\tilde{\Gamma} = \begin{pmatrix} \hat{\Gamma}_1 & 0 \\ 0 & \hat{\Gamma}_1 \end{pmatrix} \quad \hat{\Gamma}_1 = \begin{pmatrix} \hat{\Gamma} & 0 \\ 0 & \hat{\Gamma} \end{pmatrix}$$

(29)

with $\hat{\Gamma} = \sqrt{k_1^2 + k_2^2 + \eta \zeta}$. $\mathbb{R}\{\tilde{\Gamma}\} \geq 0$. Flux normalization requires $\hat{L}$ to obey the following symmetry relation:

$$\hat{L}^{-1}(k_T, x_3, \omega) = -\hat{N}^{-1} \tilde{\Gamma}(-k_T, x_3, \omega) \hat{N}.$$ 

(30)

With this scaling, we obtain

$$\hat{L} = \begin{pmatrix} \hat{L}_1 & \hat{L}_1 \\ \hat{L}_2 & -\hat{L}_2 \end{pmatrix} \quad \hat{L}_1^{-1} = \frac{1}{2} \begin{pmatrix} \hat{L}_1^{-1} & \hat{L}_2^{-1} \\ \hat{L}_2^{-1} & -\hat{L}_1^{-1} \end{pmatrix}$$

(31)

where

$$\hat{L}_1 = \frac{1}{\kappa \sqrt{2}} \begin{pmatrix} j k_1 \sqrt{\frac{\zeta}{\tau}} & -j k_2 \sqrt{\frac{\zeta}{\tau}} \\ j k_2 \sqrt{\frac{\zeta}{\tau}} & j k_1 \sqrt{\frac{\zeta}{\tau}} \end{pmatrix}$$

(32)

and in view of (30), the inverse submatrices can be written in terms of the transpose submatrices as $\hat{L}_1^{-1} = -2\hat{L}_2$ and $\hat{L}_2^{-1} = -2\hat{L}_1$. Notice that, with this choice of the composition and decomposition matrices, the TE- and TM-mode reflection coefficients are obtained in the case of horizontally layered media, unlike with the choice of [28]. Using these composition and decomposition matrices, we can compose the physical fields from the flux-normalized potentials and vice versa by

$$\hat{f} = \hat{Lp}, \quad \hat{p} = \hat{L}^{-1} \hat{f}$$

(34)

using the expressions in (31)–(33). We can now start with (16) and substitute the expressions for $\hat{p}^\pm$ to obtain an expression for the reflection coefficient in terms of measured electric and magnetic field components in the wavenumber–frequency domain as

$$\hat{R}_0^\pm = \begin{pmatrix} \hat{L}_1^\pm \hat{f}_1 - \hat{L}_2^\pm \hat{f}_2 \\ \hat{L}_2^\pm \hat{f}_1 + \hat{L}_1^\pm \hat{f}_2 \end{pmatrix}^{-1}.$$ 

(35)

Space-time domain results are obtained by inverse Fourier transformations.
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