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To those, who care about Peace, Humanity and Science

**ONENESS OF MANKIND**

Human beings are members of a whole,  
In creation of one essence and soul.

If one member is afflicted with pain,  
Other members uneasy will remain.

If you have no sympathy for human pain,  
The name of human you cannot retain.

-----------------------------------------------------

Once I was complaining about not having shoes,  
I saw a man who didn’t have a leg.

_{Sa’di, Persian poet of the 13th century_}
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Chapter 1

INTRODUCTION: CO₂ STORAGE & CO₂ EOR

ABSTRACT
The growing concern about global warming has increased interest in the geological storage of carbon dioxide (CO₂), with or without simultaneous production of fossil fuels. This thesis is confined to CO₂ storage in aquifers and extra benefits from CO₂ or CO₂ foam enhanced oil recovery (EOR) in water-flooded reservoirs. From the fundamental point of view the focus is on the mass transfer mechanisms that play role in these processes. We consider the rate of transfer between the bulk gas phase and bulk liquid phase and the transfer through thin liquid films separating the two phases. Chapters 2-4 are concerned with enhanced transport of CO₂ into bulk liquid (water or oil) and porous media saturated with these liquids. Chapters 5 and 6 describe the physico-chemical characteristics of; and transport properties in, thin liquid films (lamellae) stabilized with an Alpha Olefin Sulfonate (AOS) surfactant. Chapters 7 and 8 are devoted to CO₂ foam flow in porous media, under sub- and supercritical conditions, in the absence and presence of oil respectively. Then general conclusions are presented in Chapter 9.

KEYWORDS: CO₂, CO₂ sequestration, CO₂ EOR, CO₂ foam, Porous media, Aquifer, Surfactant, Transport phenomena, Foam films, Mass transfer, Modeling, Experiments
1.1. GLOBAL WARMING AND THE ROLE OF CO$_2$ SEQUESTRATION

An ongoing controversy persists with the cause of the \textit{global warming} in the scientific community. According to the United Nations (UN) report in 2007, human activities and so-called greenhouse effects are very likely (with the probability of over 90\%) the source of global warming [1,2]. The idea is inspired on the increasing amount of greenhouse gases (e.g., CH$_4$, CO$_2$, H$_2$O, etc.) in the atmosphere and the corresponding temperature rise measured over the last hundred years [1]. Nonetheless, other scientists dismiss the idea and sustain that the global warming could be caused by increased solar activity such as a massive eruption [3]. Regardless of the causing phenomena, the publicity of the issue and growing concerns over it have increased the number of research projects devoting to the global warming particularly over the last decade.

If greenhouse gases are responsible for the global temperature rise, their emission to the atmosphere should be reduced accordingly [4–9]. Compared to the other greenhouse gases CO$_2$ is the most important one as it is responsible for about 64\% of the enhanced greenhouse effects as inferred from its radiative forcing [10]. CO$_2$ concentration has increased from around 280 parts per million by volume (ppmv) in the 18$^{th}$ century to over 360 ppmv by 1997. Half of this increase has occurred since the mid 1960’s [1,10,11]. Fossil fuels supply about 86\% of the current global energy demand and account for 75\% of current CO$_2$ emissions [1,9,12]. According to the IPCC report, achieving the European Union (EU) target of no more than 2$^\circ$C temperature increase would require an emission reduction of between 85\% and 50\% starting from 2000 levels by 2050 [1]. Achieving long term stabilization at a doubling of pre-industrial levels (approximately 550 ppmv CO$_2$), would require emissions to be approximately the same as in 2000 or lower despite any growth that would otherwise occur. According to the IPCC report this would result in a warming of 2.8 to 3.3$^\circ$C [1].

One way to reduce CO$_2$ emission will be to replace fossil fuels by clean sources of energy. However, a rapid move away from oil, natural gas and coal is unlikely to be achievable without serious disruption to the global economy. Therefore, an achievable option is to reduce CO$_2$ emissions. IPCC report suggests the following options [1]:

- Improve energy efficiency by reducing the fossil fuel consumption
- Switching from high carbon to low carbon fuels
- Increased use of low or near zero carbon fuels
- Sequester CO$_2$ through the enhancement of natural, biological sinks
- CO$_2$ capture and storage (CCS)
In selecting the mitigation option one should take into account variety of factors such as the potential and capacity of the option, social acceptance, environmental side effect and more importantly the associated costs [1,13].

One potential solution to reduce the amount of emitted CO$_2$ in the atmosphere is to store it in the geological formations. Geological sequestration means “the capture of CO$_2$ directly from anthropogenic sources and disposing of it deep into the ground for geologically significant periods of time” [14]. These geological formations include

- Deep saline aquifers
- Depleted oil and gas reservoir
- CO$_2$ driven enhanced oil recovery
- Deep unmineable coal seams
- CO$_2$ driven enhanced coal bed methane (ECBM) recovery
- Deep saline filled basalts formation and other formations

The following mechanisms may contribute to the sequestration of CO$_2$ in the geological formations [15]:

*Hydrodynamic trapping:* When CO$_2$ is injected into a geological formation CO$_2$ will (eventually) accumulate under a low permeable cap rock because of the capillary forces. This mechanism relies on the physical displacement of pore fluids. The crucial concern for hydrodynamic trapping is the possible leakage of CO$_2$ through the cap rock. This problem becomes more serious when CO$_2$ alters the wettability of the rock or reacts chemically with it reducing its mechanical integrity.

*Dissolution trapping:* This occurs when CO$_2$ dissolves in the fluids present in the formation. The rate of CO$_2$ dissolution determines how fast CO$_2$ can be stored. Chapters 2-4 of this thesis mainly focus on this mechanism. We argue that CO$_2$ dissolution may increase the fluid density and lead to accelerated mass transfer rates.

*Mineralization-based trapping:* CO$_2$ reacts with minerals in the rock, other solutes in the formation fluids, or the formation fluids themselves. It sometimes forms stable minerals called carbonates in a process called mineralization. This is the most permanent form of trapping, since the CO$_2$ has been chemically incorporated into nonreactive minerals, and can no longer enter the atmosphere without undoing those chemical reactions.

*Chemical sorption in coals:* In coal seams, methane molecules are sorbed within the coal matrix; however, since the chemical bond between the coal and CO$_2$ is favorable, CO$_2$ will replace
methane when it is injected into a coal layer. This mechanism is referred to as CO₂ sorption on coal. Sorption of CO₂ causes coal swelling and can have a detrimental effect on its permeability [16].

Table 1.1 presents the range of capacity estimates and the main trapping mechanisms for different geological sequestration methods of CO₂. The data are collected from different sources including Refs. [17-23].

<table>
<thead>
<tr>
<th>Formation</th>
<th>Trapping mechanism(s)</th>
<th>The US (Gt CO₂)</th>
<th>Worldwide (Gt CO₂)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saline Aquifers</td>
<td>Hydrodynamic, dissolution, mineralization</td>
<td>3630</td>
<td>9500</td>
</tr>
<tr>
<td>Depleted Oil + Gas Reservoirs</td>
<td>Hydrodynamic, dissolution, mineralization</td>
<td>12+35</td>
<td>120+700</td>
</tr>
<tr>
<td>Deep Unmineable Coal Seams</td>
<td>Primarily chemical adsorption</td>
<td>30</td>
<td>140</td>
</tr>
<tr>
<td>Deep Saline Filled Basalts Formations</td>
<td>Hydrodynamic, dissolution, mineralization</td>
<td>240</td>
<td>NA</td>
</tr>
<tr>
<td>Other (Caverns, Organic Shales, gas hydrates etc.)</td>
<td>Various</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

This thesis confines its interest in the sequestration of CO₂ in the saline aquifers and more specifically on the mass transfer between CO₂ and the brine. Therefore, some introductory explanations are provided about this topic in the next section.

1.2. CO₂ SEQUESTRATION IN AQUIFERS

Saline aquifers are the most abundant subsurface formations with large storage capacities. A saline aquifer is a geological formation with a sufficient porosity and permeability which contains water with large amounts of dissolved solids [15]. Due to the presence of these solids, the water in aquifers (brine or formation water) is not suitable for industrial or drinking purposes. Nevertheless, presence of large volumes of water and high pressures of the aquifers make them an excellent candidate for storing CO₂.

For CO₂ storage in aquifers the following issues should be considered [24]:

- the rate at which CO₂ can be disposed (inclusive dissolution of CO₂ into brine),
- the available storage capacity,
- the presence of cap rock of low permeability to prevent leakage,
• identification and characterization of suitable aquifer formations and cap rock structures,
• uncertainty and possibility of failure due to incomplete knowledge of subsurface conditions and processes,
• sensitivity of the injection facilities towards corrosion.

When CO$_2$ is injected into an aquifer the competition between viscous, capillary and buoyancy forces determines the flow pattern. Due to buoyancy forces CO$_2$ migrates upwards and is trapped under the cap rock due to the capillary forces. An interface between a CO$_2$ rich phase and brine exists. Then CO$_2$ dissolves into brine by molecular diffusion when it is in contact. The dissolution of CO$_2$ increases the density of brine [25]. This density increase together with temperature fluctuations in the aquifer (which may only partially be compensated by pressure gradients [26]) destabilize the CO$_2$-brine interface and accelerate the transfer rate of CO$_2$ into the brine by natural convection [27]. The occurrence of natural convection significantly increases the total storage rate the aquifer since convection currents bring the fresh brine to the top. Natural convection will eventually stop as the brine becomes fully saturated with CO$_2$. The quantification of mixing due to convection is the subject of Chapters 2-4 in this thesis.

1.3. CO$_2$ ENHANCED OIL RECOVERY

An attractive method to reduce the amount of CO$_2$ is to combine CO$_2$ sequestration and enhanced oil recovery. Typically only around one third of the oil is produced after primary (natural depletion) and secondary (mainly water flooding) oil recovery methods. Much of the remaining oil is trapped by capillary forces as disconnected blobs, surrounded by water, or as a continuous phase at low saturation with gas occupying the larger fraction of the pore space [28]. As a result, a high water-oil ratio (WOR) occurs in the producing wells and most of the oil remains in the reservoir. Injection of a fluid miscible with oil can reduce the interfacial tension (i.e. capillary forces) in the reservoir. In some regions the hydrocarbon gases produced along with the oil are re-injected to the reservoir to produce part of the oil that is left behind. Nevertheless, in some regions, e.g., North Sea, the enriched hydrocarbon displacement is not an option because the gas is sold [29] and the gas itself is also a valuable source of energy. The alternative can then be CO$_2$ injection as it combines EOR with removal of CO$_2$ from the environment. Much CO$_2$ is produced during operation of an oil field or for providing the energy to compress the produced CO$_2$. The advantage of CO$_2$ is that it can become miscible with oil at lower pressures compared to CH$_4$ or N$_2$. CO$_2$ injection near critical conditions causes a significant reduction in the capillary forces and therefore the oil is easily displaced towards the production well.

The first industrial CO$_2$ EOR project was commenced in 1972 in SACROC field in the USA. Currently the petroleum industry operates CO$_2$ EOR projects in 79 fields. Nearly all of them, 70
miscible and 1 immiscible CO$_2$ EOR projects were implemented in the USA [30]. Table 1.2 shows the number of active CO$_2$ EOR projects and their production rates in 2004. CO$_2$ EOR produces more than 230,000 barrels (~0.3% of the current daily world production) of incremental oil a day by injecting over 76 million cubic meters of CO$_2$ per day [30,31]. This implies that more than 3 barrels of additional oil is produced for every thousand cubic meter of CO$_2$ injected. The results of projects from the US indicate that the average incremental oil recovery lies within the range of 4-12% of OIIP while the net volume of injected CO$_2$ is in the range 10-45% of the volume occupied by the hydrocarbons in the reservoir [32]. The current use of CO$_2$ for oil recovery is limited by the cost and availability of CO$_2$.

<table>
<thead>
<tr>
<th>Location</th>
<th>Project Type</th>
<th>Number</th>
<th>Production rate [bbl/day]</th>
</tr>
</thead>
<tbody>
<tr>
<td>USA</td>
<td>Miscible and immiscible</td>
<td>70 (1)</td>
<td>206000 (105)</td>
</tr>
<tr>
<td>Canada</td>
<td>Miscible</td>
<td>2</td>
<td>7200</td>
</tr>
<tr>
<td>Turkey</td>
<td>Immiscible</td>
<td>1</td>
<td>6000</td>
</tr>
<tr>
<td>Trinidad</td>
<td>Immiscible</td>
<td>5</td>
<td>320</td>
</tr>
</tbody>
</table>

CO$_2$ can be either miscible or immiscible with the oil in the reservoir. Miscibility is the ability of the crude oil to form a single homogenous phase when mixed with CO$_2$ in all proportions at a specific temperature and pressure [33]. When CO$_2$ is directly miscible with oil the interface between the two phases ceases to exist and theoretically the oil recovery factor reaches unity. CO$_2$ can be indirectly miscible with the oil as explained below. The pressure at which indirect miscible displacement takes place is called Minimum Miscibility Pressure (MMP). The MMP essentially depends on purity of CO$_2$, composition of oil and reservoir pressure and temperature. CO$_2$ is not miscible directly with most of crude oils. For a miscible CO$_2$ flood, the pressure should be above the MMP. This corresponds to minimum of 800 meter reservoir depth. If the pressure is below MMP only swelling and viscosity reduction happens and the recovery drops drastically compared to the pressure above the MMP, though the process could still be economically attractive.

1.4. CO$_2$ FOAM AS A PROFILE MODIFIER

A critical problem associated with many secondary and tertiary gas (e.g. CO$_2$) EOR processes is the high mobility of the gas (displacing phase) compared to oil (displaced phase). The lower viscosity and density of the gas (even at reservoir conditions) result in unfavorable viscous fingering and gravity segregation. Another problem is the heterogeneity of the reservoir rock. Consequently a large part of the reservoir remains untouched and the sweep efficiency becomes poor. This can be improved by injecting alternating slugs of liquid and CO$_2$. If the liquid contains no chemicals the process is called Water Alternating Gas (WAG) and if the liquid contains
Introduction

surfactant it is called Surfactant Alternating Gas (SAG or SAG foam). The gas and surfactant solution can also be injected continuously (co-injection foam) [e.g. 34-39].

WAG can eventually suffer from viscous instabilities and gravity segregation and therefore has not always been a successful method of controlling the gas mobility. Addition of surfactant into water, however, can potentially overcome the problems encountered in WAG by foaming the gas. Foam reduces the gas mobility by immobilizing or trapping a large fraction of the gas without compromising its efficiency.

Figure 1.1 shows the simulation results of CO₂ EOR (left) and CO₂ foam EOR (right) processes for a North Sea oil field with high permeability (around 7 D). The simulations using models implemented in STARS. Gas and oil saturations are shown after 12 years of pure CO₂ and CO₂ foam injection. In this simulation the residual oil saturation to water injection was assumed to be 0.18. This figure shows the fundamental difference between CO₂ gas and CO₂ foam recovery techniques. While in the case of CO₂ injection, the gas overrides the liquid and breaks through without contacting most of the oil, in the case of CO₂ foam a (semi)-sharp front is formed between CO₂ and liquids in the reservoir and displaces the oil more efficiently. Figure 1.2 compares incremental oil recovery of the two processes after 12 years. Although the oil production in the case of CO₂ foam is delayed (5 years) its ultimate oil recovery is higher than CO₂ gas. Therefore, the key properties of foam in porous media are also subject of this thesis.

1.5. OBJECTIVES OF THE THESIS

The objectives of this thesis are the following:

1. To quantify, experimentally and numerically, the mass transfer rate of CO₂ to water, oil and surfactant solutions when CO₂ is put on top of the liquid layer,

2. To investigate the effect of surfactant molecules on the transfer rate of gases through gas-liquid interface,

3. To model natural-convection-enhanced mass-transfer rate of CO₂ to bulk liquid and a saturated porous medium,

4. To measure the transfer rate of gases through foam films (lamellae) and quantify the effects of adsorption of surfactant molecules and surface forces on the transfer rate by varying surfactant and electrolyte concentrations,

5. To compare different literature theories on gas permeability of foam films,

6. To measure the mobility and sweep efficiency of CO₂ and N₂ foams in the absence and presence of oil in porous media.
Chapter 1

1.6. OUTLINE OF THE THESIS

This thesis is based on a number of articles published by the author describing results in the area discussed in previous sections. The thesis consists of three main parts: Part I is concerned with density-driven natural convection and its importance for CO\textsubscript{2} sequestration in aquifers (Chapter 2-4). Part II presents a detailed study of an Alpha Olefin Sulfonate (AOS) surfactant with an emphasis on the measurements of the diffusion rate of gases through the foam films (Chapter 5&6). Finally Part III discusses the dynamics of foam in porous media with and without oil present (Chapter 7&8).

Chapter 2 introduces a simple PVT set-up which was developed to quantify the transfer rate of gases into liquids by tracking the gas pressure. With some preliminary calculations we show that the experimentally measured pressures cannot be modeled by Fick’s law with a single diffusion coefficient when CO\textsubscript{2} is put on top of a liquid layer. Furthermore, for first time we present a few experiments highlighting the significance of density-driven natural convection on the transfer rate of CO\textsubscript{2} into oil. This phenomenon could be important to EOR. In Chapter 3 we develop a
theoretical model to simulate the pressure history of the experiments. Chapter 4 introduces the natural-convection concept for a porous medium that is fully saturated with brine.

Chapter 5 deals with the basic properties of an Alpha Olefin Sulfonate (AOS) surfactant. AOS surfactants are widely used in petroleum industry for several reasons such as their low costs and satisfactory foaming and wetting properties. The surface tension and adsorption of the surfactant solution are measured simultaneously with the thickness and contact angle of the foam films made from that surfactant solution by varying the amounts of surfactant and electrolyte (NaCl). This knowledge is taken to explain the unexpected gas-permeability behavior of the foam films stabilized by AOS in Chapter 6. The gas permeability of foam films is important in describing the differences in foaming properties of different gases in the presence and absence of a porous medium.

Chapter 7 discusses experiments to define the foaming properties of CO₂ and N₂ in porous media in the absence of oil. The experiments are done under surfactant alternating gas (SAG) scheme above and below critical point of CO₂ by means of X-ray tomography (CT scan). The mechanisms causing the observed differences are explained in detail. Chapter 8 reports the results of a number of experiments in which porous media with water-flood residual oil saturation are flooded by surfactant followed by a gas (CO₂ or N₂).

Finally, the main conclusions of the thesis are summarized in Chapter 9.

1.7. REFERENCES


PART I.

Mass-Transfer Aspects of CO$_2$ Sequestration
Chapter 2

Mass Transfer of CO$_2$ into Water, Oil and Surfactant Solutions

ABSTRACT

The mass transfer of CO$_2$ into water, oil (nC$_{10}$ and nC$_{16}$) and aqueous solutions of Sodium Dodecyl Sulphate (SDS) is experimentally studied using a PVT cell at different initial pressures and a constant temperature (T=25ºC). It is observed that initially the transfer rate is much larger than expected from a diffusion process alone. The model equations describing the experiments are based on Fick’s law and Henry’s law. The experiments are interpreted in terms of two effective diffusion coefficients, one for the early stages of the experiments and the other one for the later stages. The results show that at the early stages the effective diffusion coefficients are one order of magnitude larger than the molecular diffusivity of CO$_2$ in water. Nevertheless, in the later stages the extracted diffusion coefficients are close to literature values. It is asserted that at the early stages density-driven natural convection enhances the mass transfer. A similar mass transfer enhancement was observed for the mass transfer between gaseous CO$_2$ rich phase with an oil (n-decane) phase. It is also found that at the experimental conditions studied addition of pure SDS does not have a significant effect on the mass-transfer rate of CO$_2$ in water.

KEYWORDS: Mass Transfer, CO$_2$, Natural Convection, Effective Diffusion Coefficient, Surfactant

2.1. INTRODUCTION

The mass transfer of a gas through a gas-liquid interface (with and without monolayers of surfactant) is of great importance in many fields of science and engineering. Examples include CO\textsubscript{2} sequestration, to reduce CO\textsubscript{2} concentration in the atmosphere [1-5], oil recovery [6] and gas absorption [7]. There is a vast literature on the mass transfer between gases and liquids. We confine our interest to the experimental determination of the mass transfer rate of CO\textsubscript{2} into water in a PVT cell. It has been suggested in the literature that natural convection enhances the mass transfer [2,4].

Unfortunately there are only few experimental data in the literature involving mass transfer between water and CO\textsubscript{2} under conditions of natural convection. Lindeberg and Wessel-Berg [2] demonstrated the importance of natural convection for sequestration of CO\textsubscript{2} in aquifers and studied the conditions under which natural convection occurs as a result of CO\textsubscript{2} injection in saline aquifers. They found the following sequence of events: initially the injected CO\textsubscript{2} accumulates under the cap rock. Then, CO\textsubscript{2} dissolves into the reservoir brine by molecular diffusion. As a result, the density of brine increases, and therefore, natural convection occurs. Nevertheless, Lindeberg and Wessel-Berg [2] did not quantify the effects of the natural convection in terms of enhanced mass transfer of CO\textsubscript{2} into the reservoir brine. Yang and Gu [4] studied the mass transfer of CO\textsubscript{2} into water at high pressures and temperatures. They interpreted the experimental results in terms of a modified diffusion equation and found an effective diffusion coefficient for each experiment. The effective diffusion coefficients were two orders of magnitude larger than the molecular diffusion coefficient. However the duration of their experiments were short (3-4 hours) and they did not study the long-time behavior of the CO\textsubscript{2} mass transfer into water. Nghiem et al. [5] gave a field example to show that natural convection is an important mechanism in CO\textsubscript{2} sequestration. They also observed downward migration of high-density saturated plumes in their simulations.

When surfactants are added to a quiescent liquid the total resistance to the transfer of gas molecules is the sum of the liquid phase resistance, the gas resistance and the interfacial resistance which arises from the adsorption of surfactant molecules to the interface. It has been shown that the presence of soluble surfactants has no measurable effect on the passage of gas molecules through the gas-liquid interface [8-10]; however, insoluble surfactants can offer resistance to mass transfer [11-15]. To our knowledge the reported experiments in this area are conducted under atmospheric pressure and the effect of surfactants on mass transfer at higher pressures (especially in the cases where diffusion is not the only transport mechanism) apparently has not been reported in the literature.
In this chapter we study the mass transfer of CO\(_2\) into bulk water and surfactant solutions experimentally to avoid the complex adsorption mechanism between surfactants and the porous medium. The emphasis of the first section is on the experimental results and procedure. In order to quantify the results we interpret the results in terms of two effective diffusion coefficients using a modified diffusion equation. However, in Chapter 3 we model the experiments by considering natural convection effects. This chapter adds three contributions to the experimental knowledge base: Firstly, by extending the duration of the experiments we investigate the long-term behavior of CO\(_2\) mass transfer and investigate whether enhanced transfer persists over time or whether it dies out. Secondly, we perform the experiments with an oil phase and show experimentally the enhancement of CO\(_2\) mass transfer to the oil phase. Thirdly, this chapter reports the effect of surfactants at high pressures. In Section 2.2 we describe the experimental setup, materials and experimental procedure. In Section 2.3 we define a model to interpret the experiments and in Section 2.4 the obtained experimental data are incorporated into a physical model. This allows us to obtain two diffusion coefficients for the mass-transfer process of CO\(_2\) through the interface; one for the early stages of the experiments and one for the late stages of the experiments. The possible mechanisms for the observed phenomena are discussed in Section 2.5. We end this chapter with some remarks and conclusions.

2.2. EXPERIMENTS

2.2.1. Experimental setup

The experimental apparatus is shown in Fig. 2.1. It consists of a transparent scaled glass tube with an inner diameter of \(7.0\ \text{mm}\), an outer diameter of \(11.0\ \text{mm}\) and a length of \(45.0\ \text{cm}\). The tube was embedded in Teflon at the top and bottom and was sealed with o-rings and fitted inside a stainless steel cylinder. The glass tube has the capability of withstanding pressures up to \(50\ \text{bar}\). To assure that the liquid is stagnant the stainless steel cylinder was mounted into a heavy (\(10\ \text{kg}\)) steel holder. The bottom of the cell was equipped with a valve and a piston pump, which permitted injection of liquid into the cell. The top of the cell was connected to a high-pressure gas cylinder. The gas pressure was measured with a calibrated pressure transducer with an accuracy of \(5\ \text{mbar}\). Moreover, a safety valve was placed at the top part of the setup. A calibrated data-acquisition system was provided to record the pressure and temperature in the cell during the experiment. The experimental data were recorded every \(10\ \text{seconds}\) by the computer. To avoid thermal fluctuations the cell was located inside a liquid bath. In all experiments the bath was kept at \(25\pm0.1\ ^\circ\text{C}\).

2.2.2. Materials and methods

\textit{Gas:} The gas used to carry out the experiments was \(99.98\%\) pure carbon dioxide. CO\(_2\) is highly soluble in water [16], i.e., the Henry constant is \(2980.1\ \text{Pa/(mol/m}^3)\) [17]. The diffusion coefficient
of CO$_2$ in water is $(1.97\pm0.10)\times10^{-9}$ m$^2$/s [18]. Nitrogen (N$_2$) was used to detect possible leakages in the setup.

*Surfactant:* The surfactant used to perform the surfactant experiments was Sodium Dodecyl Sulfate (SDS) with the chemical formula of C$_{12}$H$_{25}$SO$_4$Na and a molecular weight of 288 g/mol. It was dissolved in distilled water (pH=5.5±0.1).

Before starting the experiments the Critical Micelle Concentration (CMC) of the surfactant was determined. To that end, solutions of SDS and distilled water with the concentrations of 2, 2.5, 3, 3.5, 4, 5 and 6 mM were prepared. The surface tension of these solutions was measured by the DuNouy Ring method at room temperature. The apparatus was first calibrated with distilled water (the surface tension of distilled water at the room temperature is 72.6 mN/m). The critical micelle concentration of the SDS was measured to be $\sim$3 mM ($\sim$0.085 wt%) under our experimental conditions.

![Fig. 2.1: Schematic of the experimental setup: (1) Pressure Transducer, (2) Cell, (3) Liquid Phase, (4) Gas Phase, (5) The liquid Bath, (6) Pressure Safety Valve and (7) Data Acquisition System connected to a computer](image)

2.2.3. Experimental procedure

In the pressure-depletion experiments, the liquid phase was either distilled water or surfactant solutions of different surfactant concentrations with or without NaCl as salt. The concentration of the surfactant in some experiments was above the CMC and in some experiments below the CMC. For this purpose an appropriate amount of SDS was weighed and dissolved in distilled water. Originally some bubbles were formed at the surface, which collapses after leaving it undisturbed for a few minutes.
Before performing the experiments, the dry cell was filled with nitrogen to a certain pressure to assure that there is no leakage in the system. Figure 2.2 shows the pressure versus time plot for a leakage test. The small fluctuations in the first part of the plot are due to small fluctuations in the temperature and the difference between the temperature of the gas cylinder and the liquid bath. The experimental procedure is as follows:

First, the liquid was injected from the bottom via an accurate piston pump into the cell until it reached the desired level. After that, pumping of the liquid was stopped and the valve at the bottom of the cell was closed. Next CO\(_2\) was slowly injected into the cell from the top, for about 30 seconds. When the CO\(_2\) pressure reached the desired value, the valve was closed and the cell was isolated. This was the starting time of the experiment. Each experiment was run for several days. All the experiments were repeated to show the reproducibility.

2.3. PHYSICAL MODEL

2.3.1. Formulation

A numerical model has been developed to describe the mass transfer based on Fick’s law taking into account the solubility of the gas by Henry’s law. The geometry of the problem under scrutiny is depicted in Fig. 2.3. The vessel consists of an upper column filled with gas and a lower column filled with a stagnant liquid layer. The model disregards convection and capillary effects. Moreover, it is assumed that the density of CO\(_2\) in the gas phase only depends on time (i.e. pressure). We disregard both water evaporation (the contribution of water vapor to the gas pressure is 0.03 bar at 25°C [19]) and water swelling due to CO\(_2\) dissolution. Consequently we assume that the boundary remains fixed. The CO\(_2\) concentration at the liquid surface is related to the gas pressure by assuming instantaneous thermodynamic equilibrium at the interface. We assert that the transfer of gas molecules through the gas-liquid interface can be described as a one dimensional
unsteady-state diffusion process, i.e., by Fick’s law. We take $z$ positive in the downward direction ($z = 0$ at the gas-liquid interface) and assume that diffusion coefficient does not change significantly with concentration. Since the liquid column is large the concentration is taken zero at the bottom of the vessel. The gas inside the vessel follows the real gas law and the gas pressure can be calculated by $PV = ZRT$.

2.3.2. Equations

For this system Fick’s second law can be written as

$$\frac{\partial c}{\partial t} = D \frac{\partial^2 c}{\partial z^2} \quad 0 \leq z \leq L_2, \quad 0 \leq t \leq \infty,$$

(2.1)

where $D$ is the effective diffusion coefficient and $c$ is the concentration of CO$_2$ in the liquid phase. Initially there is no gas inside the liquid, i.e.,

$$c(z, t = 0) = 0 \quad 0 \leq z \leq L_2.$$

(2.2)

Since the diffusion process is slow and the liquid column is large, we can assume that the concentration of the gas is zero at the end of the tube ($L_2 \to \infty$). The second boundary condition is given by Henry’s law which states that the pressure of a gas above a solution is proportional to the mole fraction (concentration) of the gas in the solution, i.e.,

$$P(t) = k_H c(t),$$

(2.3)
where $k_H$ is taken as Henry's law proportionality constant. An additional condition to the present problem can be written in accordance with the fact that the change of the total moles of gas in the system is due to diffusion into the liquid. The mass flux of the gas at the interface for real gas can be written as

$$\frac{dn_g}{dt} \bigg|_{z=0} = \frac{V}{ZRT} \frac{dP_g}{dt} \bigg|_{z=0} = -DS \frac{\partial c}{\partial z} \bigg|_{z=0},$$

(2.4)

where $V$ and $S$ are the gas volume and the cross-sectional area of the cell respectively, $R$ is the universal gas constant and $Z$ is the compressibility factor. $V$ is also assumed to be constant (no moving boundary). By substituting Henry's law for the gas pressure in Eq. (2.4) we obtain

$$-DS \frac{\partial c}{\partial z} \bigg|_{z=0} = \frac{Vk_H}{ZRT} \frac{\partial c}{\partial t} \bigg|_{z=0}.$$

(2.5)

### 2.3.3. Analytical solution

Equation (2.1) has a time-dependent boundary condition and can be solved by Laplace transform method (The complete solution is presented in Appendix A). Laplace form of Eq. (2.1), with initial condition Eq. (2.2), is

$$\frac{\partial^2 \bar{C}}{\partial z^2} - \frac{s}{D} \bar{C} = 0.$$

(2.6)

The final solution of Eq. (2.6) with the given boundary conditions is

$$\bar{C}(s) = \frac{1}{k_H s - \frac{ZRT}{L_iP_i} \sqrt{D} - \frac{s}{\sqrt{D}}} \exp\left(-\frac{s}{\sqrt{D}}\right).$$

(2.7)

Applying Laplace transform to Eq. (2.4) and using Eq. (2.7) yields

$$\frac{L_i}{ZRT} \left(sP_g - P_i\right) = -\frac{1}{\frac{k_H}{P_i \sqrt{D}} \sqrt{\frac{s}{ZRT}}} \left(-\frac{ZRT}{P_iL_i}\right),$$

(2.8)

from which we can obtain
\[
\frac{\bar{P}_g(s)}{P_i} = \frac{1}{s} \frac{1}{L_i k_H} \frac{ZRT \sqrt{D}}{s^{3/2}} - s,
\]

(2.9)

The gas pressure as a function of time is found by Laplace inversion as

\[
P_g(t) = P_i \left[ 2 - \exp(\chi^2 t) \text{erfc}(-\chi \sqrt{t}) \right],
\]

(2.10)

where

\[
\chi = \frac{ZRT \sqrt{D}}{L_i k_H}.
\]

(2.11)

Due to our boundary condition –that the concentration is zero at the bottom of the cell (\(z = L_z\))– we find as long time behavior that the pressure is declining indefinitely. However, that occurs for times much longer than relevant for the experiment.

It should be also mentioned that the solution of Fick’s second law assuming a constant concentration at the gas-liquid interface suggests that after a long time the concentration at the interface is linearly proportional to the square root of time, i.e., the plot of gas pressure versus the square root of time will be a straight line [20].

2.4. RESULTS AND DISCUSSION

2.4.1. Pressure decline

In this study, the quantification of the mass-transfer rate is based on the measurement of the gas pressure in a closed volume containing a column of liquid below a gas column. The changes in the gas pressure are assumed to be only due to transfer of gas into the liquid phase. The measured gas pressure versus time for both distilled water and the surfactant solution are plotted for all experiments. The general trends of the curves for different initial pressures were similar. Thus due to these similarities only the curves of Exp-02 will be presented. However, the extracted data will be reported for all experiments (Table 2.1 and Table 2.2).

<table>
<thead>
<tr>
<th>Table 2.1: List of experiments with water</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment Number</td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td>Exp-01</td>
</tr>
<tr>
<td>Exp-02</td>
</tr>
<tr>
<td>Exp-03</td>
</tr>
</tbody>
</table>
Figure 2.4 shows normalized CO$_2$ pressure versus time during pressure decline measurements for Exp-02. It shows that the gas pressure decreases with time due to the transfer of the CO$_2$ molecules into water. Comparison between the solid and dashed lines in the figure shows the reproducibility of the experiment. The small difference between these two curves is due to the difficulties in setting the initial pressure to exactly the same value for the two experiments.

It becomes clear from Fig. 2.5 that the gas pressure declines significantly at the initial stages of the experiment, i.e., has a steep slope at the early times of the experiment. However, the slope of the curve becomes less steep with time, meaning that also the mass-transfer rate decreases with time. Figure 2.5 shows the comparison between the measured pressures and the model using the known diffusion coefficient of CO$_2$ in water (in this curve $D=1.97\times10^{-9} \text{ m}^2/\text{s}$). The curve shows significant discrepancy between experimental and predicted values.

<table>
<thead>
<tr>
<th>Experiment Number</th>
<th>Initial Pressure [bar]</th>
<th>Temperature [°C]</th>
<th>SDS Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp-04</td>
<td>11.8</td>
<td>25±0.1</td>
<td>30mM &gt; CMC</td>
</tr>
<tr>
<td>Exp-05</td>
<td>11.7</td>
<td>25±0.1</td>
<td>2mM &lt; CMC</td>
</tr>
<tr>
<td>Exp-06</td>
<td>11.7</td>
<td>25±0.1</td>
<td>30mM + 0.5M NaCl</td>
</tr>
</tbody>
</table>

**Fig. 2.4:** Reproducibility of the experiments, $P_i=11.7 \text{ bar}$

2.4.2. Deviation from the square root of time

Figure 2.6 shows the plot of the measured gas pressure versus the square root of time for Exp-02. It shows that the initial behavior of this curve is faster than the square root of time. This is an indication of the higher mass transfer of CO$_2$ into water, which cannot be explained by a diffusion like process. Interestingly, after about one day the pressure vs. square root of time curve becomes linear. It can be expected that at longer times the mass transfer of CO$_2$ into water is determined by molecular diffusion.
2.4.3. Estimated diffusion coefficients

Two effective diffusion coefficients are extracted from the experimental data describing the initial and long-time behavior of the CO$_2$ mass transfer into water and surfactant solutions. The procedure is as follows:

In the plots of pressure versus square root of time (for example Fig. 2.6 for Exp-02), the late-stage experimental data are fitted to a straight line. The intercept of the fitted line in Fig. 2.6 is the initial pressure with which the mass transfer process would have started if diffusion had been the only responsible mechanism for mass transfer of CO$_2$ into the liquid (no convection case). Therefore, to obtain the late-stage diffusion coefficient this pressure is put as initial pressure in the physical model, for which the model equation is Fick’s second law with a time dependent boundary condition. The lower solid curve in Fig. 2.7 is the predicted gas pressure by Eq. (2.10) using the initial pressure obtained from Fig. 2.6 and choosing $D=2.75\times10^{-9}$ m$^2$/s and inserting the literature value of Henry’s coefficient ($k_H=2980.1$ Pa/(mol/m$^3$)). The dashed line in Fig. 2.7 shows the
experimentally measured pressure data versus time. With a diffusion coefficient close to the molecular diffusion coefficient of CO$_2$ into the water the predicted values by the model are in excellent agreement with the measured pressure values. To obtain the effective coefficients for early stages of the experiments the experimental initial pressure was put in the model and the effective diffusion coefficient was obtained with the help of the data. The upper solid curve in Fig. 2.7 is the predicted gas pressure by Eq. (2.10) choosing $D=8.35 \times 10^{-8}$ m$^2$/s and $k_H=2980.1$ Pa/(mol/m$^3$)$. Alternatively we can use the later stage diffusion coefficient $D=2.75 \times 10^{-9}$ m$^2$/s but then the Henry's coefficient needs to be modified to $k_H=552.01$ Pa/(mol/m$^3$). Such a small value has not been reported in the literature for CO$_2$ solubility in water. Therefore, we have chosen to use the literature value of Henry's coefficient in the interpretation of the experiments.

The extracted effective diffusion coefficients for different experiments are shown in Table 2.3. The obtained effective diffusion coefficients for the early stages of the experiments are about two orders of magnitude larger than the actual molecular diffusion of CO$_2$ into water, again indicating the faster mass transfer rate of CO$_2$ into water at the early stages of the experiment. However, the obtained effective diffusion coefficients for the later stages of the experiments imply that after a certain time, the mass transfer of CO$_2$ into aqueous solutions becomes slower compared to the initial stages. The early-stage diffusion coefficients increase with increasing initial pressure proving the fact that even at slightly high pressures for CO$_2$-water system the effective diffusion coefficient is a strong function of the initial pressure, i.e., the initial concentration of CO$_2$ in the system. This means that at higher pressures the effective diffusion coefficients will be even higher. This observation is also supported by the experimental results in Ref. [4] in which the authors found diffusion coefficients which were two orders of magnitude larger than the molecular diffusion coefficient of CO$_2$ into water at higher pressures. In addition, regardless of the initial pressure, after a certain time, diffusion becomes the dominant mechanism for mass transfer of CO$_2$ into
water. The diffusion coefficient extracted from the long time behavior turns out to be independent of the initial experimental pressure.

**Table 2.3**: The late- and early stage effective diffusion coefficients extracted from experimental data. The effective diffusion coefficients in the third and fourth columns were extracted by choosing the literature value of Henry’s coefficient, \( k_H = 2980.1 \text{ Pa/mol/m}^3 \)

<table>
<thead>
<tr>
<th>Experiment Number</th>
<th>( \sqrt{D} / k_H )</th>
<th>( D_{\text{eff}} ) for early stages</th>
<th>( D_{\text{eff}} ) for late stages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp-01</td>
<td>7.00×10^{-8}</td>
<td>4.35×10^{-8}</td>
<td>2.05×10^{-9}</td>
</tr>
<tr>
<td>Exp-02</td>
<td>9.50×10^{-8}</td>
<td>8.35×10^{-8}</td>
<td>2.75×10^{-9}</td>
</tr>
<tr>
<td>Exp-03</td>
<td>1.10×10^{-7}</td>
<td>10.70×10^{-8}</td>
<td>2.05×10^{-9}</td>
</tr>
<tr>
<td>Exp-04</td>
<td>9.46×10^{-8}</td>
<td>7.95×10^{-8}</td>
<td>2.50×10^{-9}</td>
</tr>
<tr>
<td>Exp-05</td>
<td>9.37×10^{-8}</td>
<td>7.80×10^{-8}</td>
<td>3.50×10^{-9}</td>
</tr>
<tr>
<td>Exp-06</td>
<td>9.00×10^{-8}</td>
<td>7.20×10^{-8}</td>
<td>1.95×10^{-9}</td>
</tr>
</tbody>
</table>

**2.4.4. Influence of surfactant**

To study the influence of the soluble surfactants on the interfacial mass-transfer some of the experiments were done using surfactant (SDS) solutions with and without salt (NaCl). Figure 2.8 shows the normalized pressure decline curve for the experiments with surfactant solution together with the experiment with pure water. It is evident from Fig. 2.8 that at our experimental conditions the addition of soluble surfactant (SDS) has no significant effect on mass transfer rate of CO\(_2\) into water. However, the addition of salt seemingly retards the mass transfer. Several reasons can be responsible for this behavior: (a) the addition of NaCl increases the viscosity of the solution and therefore the effective diffusion coefficient decrease by adding NaCl, (b) the addition of NaCl decreases the solubility of CO\(_2\) in water. Therefore, less CO\(_2\) is dissolved in water in the experiment with NaCl compared to experiments without NaCl and (c) the addition of salt increases the adsorption of the surfactant molecules at the interface [21] and the interface becomes more packed which could be another possible reason for the differences of the curves in Fig. 2.8. Our results are consistent with the results of other researchers [12,22,23], i.e., the surface resistance for soluble surfactants is very small. However, the insoluble surfactants do have a significant effect on the transfer rates of gas through the gas-liquid interface.

The same procedure as discussed above was also followed to extract the effective diffusion coefficients for surfactant solutions. Indeed, the obtained diffusion coefficient values for surfactant solutions are about the same as for the experiments with water and are presented in Table 2.3.
Chapter 2: Mass Transfer of CO₂ into liquids

2.4.5. CO₂ mass transfer into oil

To study the mass transfer of CO₂ we carried out experiments with n-decane (n-C₁₀) and n-hexadecane (n-C₁₆). The dissolution of CO₂ increases the density of the hydrocarbons [14]. The experimental procedure and conditions were the same as explained in Section 2.2. Figure 2.9 shows the pressure decline curve for n-C₁₀ at 12.0 and 20.0 bar together with an experiment with n-C₁₆ at 12.0 bar. Like for the CO₂ mass transfer into aqueous media, it can be concluded from Fig. 2.9 that initially the mass transfer of CO₂ is faster than at the later stages for both hydrocarbons. As expected the mass transfer of the CO₂ into n-C₁₀ increases with increasing pressure. However the general trend remains similar. The mass transfer of CO₂ in n-C₁₆ is slower than in n-C₁₀ due to the higher viscosity of n-C₁₆.

During the experiments with an oil phase the interface was monitored. Contrary to the water case, the volume change in oil phase was significant. The volume of n-C₁₀ increased by 4.7±0.1% at 20 bar and 1.8±0.1% at 12 bar. The volume of n-C₁₆ increased by about 1.0±0.1% of the initial volume. We believe that this result has implications for enhanced oil recovery for CO₂ flooding and improved oil recovery in fractured oil reservoirs.

2.5. PROPOSED MECHANISMS

In order to explain the observed discrepancy between the physical model and the experimental data in Fig. 2.5 several mechanisms have been considered. Firstly, CO₂ might be absorbed into the water “lining” the gas filled part of the glass tube wall. This explanation is however unlikely because it would require a water layer with a thickness of 2 mm; our estimate of the water layer thickness is in the order of 10-100 nm instead. Secondly, the validity of Henry’s law used to relate surface concentration of the fluid to the gas pressure. Even if we consider these possibilities less likely, they have to be investigated. Thirdly, it has been shown repeatedly that when CO₂ is brought
Part I: Mass Transfer Aspects of CO₂ Sequestration

into contact with water, the dissolution and diffusion of CO₂ leads to a concentration gradient in the water and also a density gradient [25]. As the density increases with increasing dissolution of CO₂ at the interface, the fluid overlaying the water or oil phase near the interface becomes denser. The density gradient induces natural convection in the liquid phase. In this thesis we assert that this density-driven natural convection is the main mechanism for the enhanced mass-transfer of CO₂ into water, and results in higher flux of CO₂ at the interface. However, the density gradient, and therefore natural-convection effects, decrease with time and after a certain time the density gradient is not large enough to sustain convection to the system.

![Fig 2.9: Pressure decline curve for n-decane and n-hexadecane](image)

In addition to the natural convection, the time-dependency of the boundary condition in Eq. (2.4) can be another reason why the early pressure history is not proportional to the square root of time. However, as we can see from Fig. 2.6 the pressure decline is slow at the later stages and then the gas pressure can be considered constant for the boundary condition.

2.6. CONCLUSIONS

The mass transfer of gaseous CO₂ into aqueous and oleic phases was investigated using a PVT cell enabling accurate monitoring of the evolution of the gas pressure over time, under isothermal conditions. It was found that the transfer rate at the initial stages of the experiments is much faster than at the late stages. Moreover, the transfer rate increases with increasing the gas pressure. A physical model based on the Fick’s second law and Henry’s law was developed to interpret the experimental data. The mass transfer process could not be modeled with a modified Fick’s second law, using a single effective diffusion coefficient. Nevertheless, by considering separately the short-time and long-time mass transfer behavior, we could model them individually with the proposed model and two effective diffusion coefficients. The measured short-time effective diffusion coefficients were about two orders of magnitude larger than the molecular diffusivity, whereas the
long-time effective diffusion coefficients agree with the molecular diffusivity of CO$_2$ into water. It was suggested that at the early stages of the experiments density-driven natural convection enhances the mass transfer of CO$_2$ into water. After a certain time, the density-driven natural convection becomes less important and at the later stages diffusion becomes the dominant mechanism for the mass transfer experiments of CO$_2$ into water and surfactant solutions. The same behavior was seen from the surfactant solution experiments. Moreover, the results of experiments show that the addition of SDS to water has no measurable effect on the mass transfer rate in our experimental setup. A similar mass-transfer enhancement was observed for the mass transfer between gaseous CO$_2$ rich phase with two hydrocarbons (n-decane and n-hexadecane). The effect is less significant for n-hexadecane due to its higher viscosity. This has implications for the oil recovery.

2.7. NOMENCLATURE

- $c$: Gas concentration [M]  
- $\bar{c}$: Laplace transform of $c$ [M]  
- $D_{eff}$: Effective diffusion coefficient [m$^2$/s]  
- $k_H$: Henry’s constant [Pa/(mol/m$^3$)]  
- $L$: Length of the experimental tube [m]  
- $L_1$: Height of the gas in the experimental tube [m]  
- $L_2$: Height of the liquid in the experimental tube [m]  
- $P_g$: Gas pressure [Pa]  
- $P_i$: Initial gas pressure [Pa]  
- $R$: Universal gas constant [J/mol/K]  
- $S$: Cross sectional area of the tube [m$^2$]  
- $t$: Time [sec]  
- $T$: Temperature [K]  
- $V$: Volume of the gas in tube [m$^3$]  
- $Z$: Gas compressibility factor [-]
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Chapter 3

MODELING OF NATURAL-CONVECTION FLOW OF CO₂ IN WATER

ABSTRACT
In the previous chapter, it was proposed that the dissolution of CO₂ into water (or oil) causes a density increase with respect to pure water (or oil). It was further asserted that the increase in density causes natural convection, and therefore, the experiments cannot be modeled with Fick's law using a single diffusion coefficient. This chapter elaborates on these ideas. It reports a new set of expert experiments performed in a cylindrical PVT-cell at a pressure range of $p_i=10-50$ bar, where a fixed volume of CO₂ gas was brought into contact with a column of distilled water. A theoretical interpretation of the observed effects based on diffusion and natural-convection phenomena is developed. The CO₂ concentration at the interface is estimated from the gas pressure using Henry's solubility law, in which the coefficient varies with both pressure and temperature. Good agreement between the experiments and the theoretical results has been obtained.

KEYWORDS: CO₂, Enhanced mass transfer, Natural convection, Henry's law, Navier-Stokes equation, Effective diffusion coefficient

3.1. INTRODUCTION

Geological storage of CO$_2$ is considered to reduce the concentration of CO$_2$ in the atmosphere [1-4]. The quantification of CO$_2$ dissolution in water and understanding the transport mechanisms are crucial in predicting the potential and long-term behavior of CO$_2$ in aquifers. When CO$_2$ is injected into saline aquifers or water-flooded oil reservoirs, brine will be overlaid by CO$_2$ due to gravity segregation. Then, CO$_2$ dissolves into the brine by molecular diffusion. The density of the water-CO$_2$ solution exceeds the density of pure water and increases with increasing CO$_2$ concentration [5], leading to natural convection [5-7].

Arendt et al. [8] applied a Schlieren method and a three-mode magnetic suspension balance connected to an optical cell to analyze the mass transfer of the CO$_2$-water system up to 360 bar. A good agreement between their model (linear superposition of free convection and Marangoni convection) and the experiment was obtained. The addition of surfactant suppressed the Marangoni convection in their experiments; while in our experiments addition of surfactant did not have a significant effect on the transfer rate of CO$_2$. Yang and Gu [9] performed experiments in bulk where a column of CO$_2$ at high pressure was in contact with water (brine). A modified diffusion equation with an effective diffusivity was used to describe the mass-transfer process of CO$_2$ into the brine. A good agreement between the experiments and the model was observed by choosing effective diffusion coefficients two orders of magnitude larger than the molecular diffusivity of CO$_2$ into water. However, the authors pointed out that the accurate modeling of the experiments should consider natural convection effects. In the previous chapter we reported experimental results for the same system, in a slightly different geometry, showing initially enhanced mass transfer and subsequently a classical diffusion behavior for long times. We showed that, although the initial stages and later stages of the experiments can be modeled individually with the described model and two effective diffusion coefficients could be obtained from the experimental data, the mass transfer process cannot be modeled with a modified Fick’s second law with a single effective diffusion coefficient for the CO$_2$-water system at high pressures. The extracted diffusion coefficients are only fitting parameters and have no physical meaning.

The theoretical description of temperature-driven natural-convection flow uses the Navier-Stokes equation and can be found in classical books on fluid mechanics [10,11]. Several numerical approaches have been proposed to solve the governing Navier-Stokes and continuity equations. Guçeri and Farouk [12] derived a numerical model for steady-state natural (turbulent) convection in various geometries. By the symmetry of the geometries considered they can use the stream function-vorticity approach. From the mathematical point of view these geometries allow a 2-D description. Patankar [13] proposed a semi-implicit numerical method, which can also be used to
(non-steady) 3-D problems. Bairi [14] used Patankar’s method to study the transient natural convection in a 2-D vertical cylinder. Increasingly, the Finite Element Method (FEM), which was originally developed for solid-mechanics calculations, is being applied in this area. This method facilitates the modeling of the problem in complex geometries with irregularities [15-17]. Moreover, non-uniform meshes can easily be used in this method which allow for the resolution of flow details in the regions of interest.

The objective of this chapter is to develop a model that can fully describe the experiments without having to introduce (semi) empirical parameters, in spite of disregarding surface-tension-gradient and temperature effects. It turns out that this is possible by considering density-driven natural-convection phenomenon. Therefore, this chapter focuses on describing the phenomena, both experimentally and numerically, when a CO\textsubscript{2}-rich gaseous phase is on top of a water layer. Section 3.2 describes the geometry of the system and the physical model to study natural convection in a vertical cylinder. Section 3.3 explains the experimental setup, i.e., a vertical cylindrical PVT cell, and the experimental procedures. Section 3.4 presents the experimental results and compares it with the numerical computations. Finally we draw the main conclusions of this study.

### 3.2. NUMERICAL MODEL

#### 3.2.1. Formulation

There can only be mechanical equilibrium in a fluid in a gravitational field if the concentration of CO\textsubscript{2} inside the liquid only varies in the vertical coordinate, i.e., $c = c(z)$. However if the concentration gradient exceeds a certain value mechanical equilibrium in the fluid will be impossible [11]. The instability will initiate a convection current. This process will develop into natural convection throughout the entire fluid and the concentration becomes dependent on the radial coordinate as well. The driving force for natural convection is due to the fact that dissolution of CO\textsubscript{2} into water causes a density increase. Consequently fresh (no-CO\textsubscript{2}-containing) water moves to the interface and CO\textsubscript{2}-containing water moves downwards, accelerating the diffusion process, and hence the mass transfer rate. The mixing of the water finally leads to a constant CO\textsubscript{2} concentration in the water.

We try to formulate such motions inside the water when it is brought into contact with a CO\textsubscript{2}-rich gaseous phase in the geometry depicted in Fig. 3.1. The cylindrical vessel with radius $R$ consists of an upper column filled with gaseous CO\textsubscript{2} and a lower column filled with a stagnant water layer. We disregard both water evaporation (the contribution of water vapor to the gas pressure is 4.25 kPa at $T=30^\circ$C which is negligible compared to the experimental pressure drop [18]) and water swelling due to CO\textsubscript{2} dissolution. Consequently we assume that the boundary remains fixed. This assumption arises from the fact that the volume change of CO\textsubscript{2}-water binary mixture is very small.
at the range of our experimental pressures [19]. It is assumed that capillary effects are absent and therefore the interface is flat. Fast transfer rate is assumed at the upper part of the cell so that it can be adequately described by Fick’s law with a high constant diffusion coefficient. CO₂ will be removed at the CO₂-water interface. This decreases the concentration of CO₂ at the interface and increases concentration of water. However, water concentration cannot deviate too far from equilibrium, as otherwise water will condense. Consequently, even with slow diffusion rates (of the order of $10^{05}\times P_{\text{atm}}/P_{\text{exp}} \text{m}^2/\text{s}$) the concentration of CO₂ will not significantly deviate from its equilibrium value at the time scale of the experiment. The CO₂ concentration at the liquid surface is related to the gas pressure by assuming instantaneous thermodynamic equilibrium at the interface by applying Henry’s law. The characteristic time for conversion of $\text{CO}_2 + \text{H}_2\text{O} \rightarrow \text{H}_2\text{CO}_3$ is $1/0.039 \approx 25$ seconds, which is much smaller than the experimental times. Moreover, only very small amount of CO₂ is converted to $\text{H}_2\text{CO}_3$. The dissociation into $\text{HCO}_3^-$ and $\text{CO}_3^{2-}$ is negligible and therefore the rates of their formation can be ignored. We assert that the transfer of gas through the CO₂-water interface can be described as an unsteady-state diffusion process, i.e., by Fick’s law.

![Diagram](image_url)

**Fig. 3.1:** Schematic layout of the process: The total length of the tube is $L$, the height of water is $L_x$. There is no gas flowing out at the end of the tube. The gas-liquid interface is fixed. The liquid concentration at the interface is related to the gas pressure through Henry’s Law and changes with time.

The conservation laws for the two components (CO₂ and water) and momentum in the liquid are the governing equations to describe the diffusion and natural convection; the analogy between mass and heat transfer allows us to use the equations in Refs. [10-12]. Only a laminar regime is expected, as the Rayleigh number is of the order of $10^6$. The density difference is normally the
driving force for natural convection. Consequently, the density cannot be considered constant. A simplification (the Boussinesq approximation) can be used. This approximation considers density variations only when they contribute directly to the fluid motion. Moreover we assume that there is a linear relationship between density change and concentration

$$\Delta \rho = \beta \rho \Delta c$$

Symbols are defined at the end of the chapter. The characteristic behavior of the density of a CO\textsubscript{2}-water solution on pressure and temperature can be found in Ref. [5]. For the pressure and temperatures of interest the data are presented in Fig. 3.2.

The time dependent governing equations for a 2D diffusion and natural convection system can be written in radial coordinates (see Fig. 3.1 for a schematic of the setup and the area of interest), as described below.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig3_2.png}
\caption{Density of water as a function CO\textsubscript{2} concentration (equilibrium pressure). The dashed lines are extrapolated from the solid lines reproduced from the data in Ref. [5].}
\end{figure}

\subsection*{3.2.2. Governing equations}

\subsubsection*{3.2.2.1. Liquid phase}

(a) Continuity equation

$$\text{div} \, \mathbf{v} = 0.$$  \hspace{1cm} (3.2)

(b) Conservation of momentum

$$\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} = - \frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{v} - \beta \mathbf{g} \Delta c.$$  \hspace{1cm} (3.3)
(c) Concentration equation

\[ \frac{\partial c}{\partial t} + \mathbf{v} \cdot \nabla c = D \Delta c \quad . \tag{3.4} \]

3.2.2.2. Gas phase

\[ \frac{\partial c_g}{\partial t} = D_g \Delta c_g \quad . \tag{3.5} \]

One important dimensionless number in fluid dynamics is the Rayleigh number, which is dependent on the fluid properties and geometry of the system (characteristic length of the system) with the following relation

\[ Ra = \frac{\beta_g \Delta c R^3}{\nu D} = \frac{\Delta \rho R^3}{\rho \nu D} \quad , \tag{3.6} \]

where, we use Eq. (3.1) to replace \( \beta_g \). Equation (3.6) states that the magnitude of Rayleigh number depends on the geometry of the experimental setup, in this case the radius of the tube, and properties of the fluid. These properties include the diffusion coefficient of gas into water, viscosity of water and its density change due to gas dissolution. As mentioned before in our case this density change is a strong function of the CO\(_2\) concentration, i.e., the initial pressure of the CO\(_2\). This means that a high Rayleigh number is due to a large radius of the tube or a high initial pressure or the combination of both parameters.

3.2.3. Boundary and initial conditions

3.2.3.1. Liquid phase

Initially the liquid is at rest and there is no CO\(_2\) dissolved in the water, i.e.,

\[ \mathbf{v} = c = 0 \quad \text{at} \quad t = 0 \quad . \tag{3.7} \]

The boundary conditions of the problem are

\[ \partial_r c = 0 \quad \text{at} \quad r = 0, \]
\[ \mathbf{v} = 0, \quad \partial_r c = 0 \quad \text{at} \quad r = R, \]
\[ \mathbf{v} = 0, \quad \partial_z c = 0 \quad \text{at} \quad z = 0, \]
\[ c = \frac{p_g}{k_H} = \left( Z_g R_b T / k_H \right) c_g \quad \text{at} \quad z = L. \tag{3.8} \]

3.2.3.2. Gas phase
Initially the gas part is filled with gas at pressure $p_i$ and therefore the molar gas concentration reads,

$$c_g(x,t=0) = \frac{p_i}{Z_g R_B T}.$$  

(3.9)

The boundary conditions are

$$\partial_r c_g = 0 \text{ at } r = 0,$$
$$\partial_r c_g = 0 \text{ at } r = R,$$
$$J_z = -D \partial_z c_g \text{ at } z = L_1,$$
$$\partial_z c_g = 0 \text{ at } z = L_2.$$  

(3.10)

3.2.4. Henry’s law (CO$_2$ solubility) at the interface

The solubility of CO$_2$ in water can be expressed by using Henry’s law as:

$$x_{\text{CO}_2(\text{aq})} = \frac{f_{\text{CO}_2(P,T)} y \gamma_y}{k_H^*(P,T) \gamma_{\text{CO}_2(\text{aq})}},$$  

(3.11)

where, $x_{\text{CO}_2}$ and $y$ are the mole fractions of CO$_2$ in liquid and gas phases, respectively, $k_H^*$ is Henry’s constant [in Pa] that is dependent on pressure and temperature, $\gamma_{\text{CO}_2}$ is the asymmetric (Henry’s law) activity coefficient of aqueous CO$_2$ such that $\gamma_{\text{CO}_2(\text{aq})} \rightarrow 1$ as $x_{\text{CO}_2(\text{aq})} \rightarrow 0$ and $\gamma_y$ is the symmetric (Raoult’s law) activity coefficient of CO$_2$ in the non-aqueous phase, such that $\gamma_y \rightarrow 1$ as $y \rightarrow 1$ and $f_{\text{CO}_2}$ is the fugacity of pure CO$_2$ at specified P-T conditions. Henry’s coefficient, $k_H^*$, can be calculated from the virial-like equation of state of Akinfiev and Diamond [20]

$$\ln\left(k_H^*\right) = (1-\xi) \ln f_w + \xi \ln \left(\frac{R_B T}{M_w \rho_w}\right) + 2 \rho_w \left[a + b \left(\frac{1000}{T}\right)^{0.5}\right].$$  

(3.12)

Diamond and Akinfiev [21] developed a thermodynamic model that reproduces 362 published experimental solubility data with a precision of better than 2% over the entire P-T-x considered. We used their model to calculate Henry’s coefficient (the model is available as a computer code at www.geo.unibe.ch/diamond). The dependency of Henry’s coefficient, $k_H$ [in Pa/(mol/m$^3$)], on pressure at a constant experimental temperature of $T=30^\circ C$ is shown in Fig. 3.3. Henry’s coefficient varies slightly with pressure at a constant temperature.
3.2.5. Numerical Scheme and solution procedure

The finite volume method (FVM) was first used to solve the model equations numerically. The validity of the model was confirmed by comparing to benchmark solutions. This model was used to validate the finite element method (FEM) in COMSOL Multiphysics, which is a software package that can solve various coupled engineering and physics problems, e.g., here a combination of Navier-Stokes, convection-diffusion and diffusion equations in the geometry depicted in Fig. 3.1. The advantage of FEM is that local grid refinement is easier and the simulation times are much smaller than FVM, especially when the Rayleigh values are large.

![Graph showing Henry's coefficient, $k_H$, as a function of pressure calculated using Eq. (3.12) at a constant temperature of $T=30^\circ C$.]

3.3. EXPERIMENTAL

3.3.1. Materials

The gas used to carry out the experiments was 99.98% pure carbon dioxide. The diffusion coefficient of CO$_2$ in water is $D=(1.97\pm0.10)\times10^{−9}$ m$^2$/s [22]. Nitrogen (N$_2$) was used to detect possible leakages in the setup. Water with pH=$6.8\pm0.1$ was used in the experiments.

3.3.2. Set-up and procedure

In the experimental setup described in Chapter 1, the ratio between height of the water column and the radius of the tube was 55. Unfortunately the developed numerical code did not give satisfactory results for aspect ratios larger than 10. Therefore, we performed new experiments with the set-up described here to test the validity of the model explained in previous section.

Figure 3.4 shows the schematic of the experimental set-up. It consists of two stainless steel vessels, the measurement vessel with inner diameter of $D_1=30$ mm and the gas storage vessel with an inner diameter of $D_2=40$ mm. The length of both vessels is 10 cm. The vessels are sealed and kept at constant temperature of $T=30\pm0.1 \ ^\circ C$ in an oven. The characteristic time at which
temperature equilibrates (~1500 sec) has been determined by numerical simulation, where the vessel was subjected to conductive and radiation heat loss. To ensure that the vessels remain in a fixed position they were attached to a board. Before starting the measurements a leakage test was performed with nitrogen. A valve at the bottom of the measurement cell was used to fill the vessel with double-distilled water up to the desired height ($L_i=43$ mm) using a pump with a known flow rate. A waiting time of approximately 1 hour was then respected, in order to let the liquid come into thermal equilibrium with the oven. CO$_2$ was slowly injected into the measurement vessel from the storage vessel. The gas pressure is measured with two calibrated pressure gauges, which are connected to the top of the vessels. When the CO$_2$ pressure reached the desired value, the valve connecting the vessel containing the water was closed and the cell was isolated. This was the starting time of the experiment. The gas pressure was recorded every 100 seconds in a computer.

**Fig. 3.4:** Schematic of the set-up: The set-up consists of two steel vessels, a storage vessel (right) and a measurement vessel (left). The gas at pressure $p_i$ is injected from the right vessel to the left vessel. Mass transfer occurs through the interface in the left vessel. The set-up is held in an oven at a constant temperature. The pressure of the gas at the top part is monitored by a pressure transducer.

### 3.4. RESULTS & DISCUSSION

#### 3.4.1. Experimental observations

Figure 3.5 shows the normalized CO$_2$ pressure versus time during the experiments with different initial pressures. The gas pressure declines significantly at the initial stages of the experiment, i.e., it has a steep slope at the early times of the experiment. However, the slope of the curve becomes less steep with time, meaning that the mass transfer rate decreases with time. The time needed for an over-pressurized gas to reach equilibrium with the liquid below can be calculated using Fick’s second law. However, in our experiments the measured mass-transfer rate over the interface turned out to be substantially larger than predicted using Fick’s second law (see Figs. 3.11-3.14). An interpretation in terms of two effective diffusion coefficients was presented in Chapter 2. The
effective diffusion coefficient for the early stages of the experiments is two orders of magnitude higher than the molecular diffusivity of the CO₂ into water, indicating the presence of natural convection. The effect of natural convection increases as the initial pressure of the experiments increases. Nevertheless in all experiments the influence of the convection decreases as time elapses regardless of the initial pressure of the experiment.

![Graph showing pressure history with different initial pressures](image)

**Fig. 3.5:** Pressure history of the experiments with different initial pressures. The pressure decline indicates the transfer of CO₂ into water.

![Concentration profiles](image)

**Fig. 3.6:** Evolution of CO₂ concentration profiles inside water with time at an initial pressure of \( p_i = 10.1 \text{ bar} \). The maximum (red) and minimum (blue) concentration values are different in each panel. The concentration values are expressed in \([\text{mol/m}^3]\).

### 3.4.2. Results of the model

#### 3.4.2.1. CO₂ concentration inside the liquid

The general trend of the concentration profiles for all experiments is similar and therefore only the curves of the experiment with \( p_i = 10.1 \text{ bar} \) will be presented. Nonetheless, the explanation
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holds for all experiments. Figure 3.6 shows the evolution of CO\textsubscript{2} concentration inside the water with time. The maximum and minimum concentrations are given below each image. These maximum (red) and minimum (blue) concentration values are different in each panel. This procedure allows using the full color span for displaying the results. When analyzing this profile, it is observed that as soon as CO\textsubscript{2} is put above the water, it starts to dissolve. The CO\textsubscript{2} concentration is higher near the center of the vessel. This increases the density of the liquid near the center, which induces an anti-clockwise vortex in the vessel.

The CO\textsubscript{2} concentration decreases at the interface (and near the interface) as the pressure in the gas chamber decreases while CO\textsubscript{2} is transferred far into the liquid. After about 30 minutes CO\textsubscript{2} reaches the bottom of the vessel. At this time the fluid has its maximum velocity (see Fig. 3.9). With a simple scaling analysis it is possible to evaluate the significance of natural convection. The time scale for CO\textsubscript{2} diffusion through a water layer with thickness of $L=43$ mm at our experimental condition is $\sim \frac{L^2}{D} \approx 9.24 \times 10^5$ sec $\approx 256$ hr $>> 30$ minutes. As time elapses, the difference between the minimum and maximum values of the concentration becomes less, i.e., the distribution of CO\textsubscript{2} becomes more uniform in the liquid. This implies that convection effect die out with time.

3.4.2.2. Velocity profiles

Figure 3.7 presents the calculated vertical velocity, $v_z$, at different vertical positions as a function of the vessel radius for the experiment with the initial pressure of $p_i=10.1$ bar. In accordance with the concentration profile, the flow is much faster in the center, obviously to ensure (water) mass conservation in a horizontal cross section. In the entire volume of the vessel the ascending fluid flow has a low velocity close to the wall, where it approaches zero corresponding to the adherence of the fluid. The vertical velocity increases as fluid moves down in the region $43<z<33$ mm. From $z=33$ mm downwards the fluid starts to slow down again until it stops at the bottom of the vessel ($z=0$). In other words the flow is slower at the upper part close to the CO\textsubscript{2}-water interface. A similar velocity pattern was numerically observed for a cylindrical cavity when its upper face was cooled by thermoelectrical Peltier effect following an exponential law [14]. It appears from the simulation results that at $z=33$ mm there is no flow in the radial direction (see Fig. 3.8). The radial velocity is one order of magnitude smaller than the vertical velocity and it has different signs below and above $z=33$ mm. This means that the vertical flow is mainly responsible for the enhancement of transfer rate of CO\textsubscript{2} into water. The velocity change with time is shown in Fig. 3.9 at a fixed position of $z=30$ mm. Initially the liquid is at rest. When CO\textsubscript{2} in brought in contact with the liquid it starts to move. The liquid velocity increases until the CO\textsubscript{2} front reaches the bottom of the vessel at $t \sim 30$ minutes. After that the fluid velocity decreases as more CO\textsubscript{2} is dissolved in the
water with time. Note that at the end of our experiment the liquid velocity is very low but not zero. The fluid motion stops after about 3000 minutes when the water is fully saturated with CO₂. As can be seen from Fig. 3.10 the liquid velocity increases as the initial pressure of the experiment (or the Rayleigh number) increases. Obviously, the relation is not linear. The pressure decline becomes faster as the Rayleigh number increases, i.e., the time to reach the equilibrium state for a constant volume of water decreases with increasing Rayleigh number, a result which can also be concluded from Fig. 3.5.

**Fig. 3.7**: Axial velocity, \( v_z \), at different positions at time \( t=60\text{min} \) for the experiment with an initial pressure of \( p_i=10.1\text{ bar} \).

**Fig. 3.8**: Radial velocity, \( v_r \), at different positions at time \( t=60\text{min} \) for the experiment with an initial pressure of \( p_i=10.1\text{ bar} \).

**Fig. 3.9**: Axial velocity, \( v_z \), at different times at \( z=30\text{mm} \) for the experiment with an initial pressure of \( p_i=10.1\text{ bar} \).

**Fig. 3.10**: The calculated axial velocity, \( v_z \), at \( z=30\text{mm} \) and \( t=20\text{min} \) for the experiments with different initial pressures.
3.4.2.3. Pressure decline

As already mentioned CO$_2$ was injected from the storage vessel to the measurement vessel that was initially filled with water at atmosphere pressure. The sudden opening of the valve between the two vessels causes adiabatic compression of CO$_2$ which temporarily increases the temperature of the vessel [23]. As a result the system requires a short time to equilibrate. This effect is more significant at higher pressure as larger mass of CO$_2$ is injected to the system. Our system measures pressures with 100 second intervals; therefore, we ignored the first two data points. This time is equivalent to the time at which CO$_2$ reaches equilibrium in the storage vessel (the pressure remains constant). In Ref. [9] the authors ignored first 180 seconds of their experiments due to a similar effect.

Figures 3.11-3.14 plot the pressure history for the experiments with the initial pressures of $p_i=10.1, 19.4, 32.1$ and 50.5 bar respectively. These pressures are well below the critical pressure of CO$_2$. The experimental data are compared with the theory described in Section 3.2 with and without taking into account natural convection effects. In all cases the pressure decline rate is much larger than predicted by a Fickian diffusion process. For the computations values of $\beta_c$, $k_H$ and $Z_g$ are required. Note that by choosing $\beta_c = 0$ in the simulation, diffusion will be the only transport mechanism. In the case of natural convection, the density differences are read from Fig. 3.2 and then the concentration dependent $\beta_c$ is calculated for the conditions of each experiment using Eq. (3.1). Henry’s coefficient, $k_H$, is obtained from Fig. 3.3. The compressibility factor, $Z_g$, is calculated using the Span-Wagner EoS [24] for all pressures at the experimental temperature $(T=30 \, ^oC)$. For all of the experiments the match between the experimental data and the theory is within the experimental error (solid lines). It is also possible to fit the experimental data by choosing effective diffusion coefficients and switching off the convection currents (dotted lines), similar to the models explained in Ref. [9] and Chapter 1. Such models are not physically justified, because comparing the values reported in Chapter 1 for $p_i=10.1$ and 19.4 bar and the values obtained from our simulations reveal that the magnitude of the diffusion coefficient depends on the geometry of the system (in this case radius and aspect ratio). Moreover, these models fail in accurately explaining the later stages of the experiments, because allowing an effective diffusion coefficient two orders of magnitude larger than molecular diffusivity of CO$_2$ results in equilibration times that are much shorter than the experiments [see Figs. 3.11-3.14]. In Ref. [9] the authors simulate experiments with duration of only one hour. The extracted effective diffusion coefficients increase with increasing initial pressure and they are in good agreement with the values reported in Ref. [9].
Fig. 3.11: Comparison between the measured pressure data and the numerical model for $p_i=10.1$ bar, $T=30\, ^\circ C$, $k_H=3350\, Pa.m^3/mol$ and $D=2.0\times10^{-9} \, m^2/sec$. The dotted line is obtained with an effective diffusion coefficient of $D=1.40\times10^{-7} \, m^2/sec$.

Fig. 3.12: Comparison between the measured pressure data and the numerical model for $p_i=19.4$ bar, $T=30\, ^\circ C$, $k_H=3400\, Pa.m^3/mol$ and $D=2.0\times10^{-9} \, m^2/sec$. The dotted line is obtained with an effective diffusion coefficient of $D=1.55\times10^{-7} \, m^2/sec$.

Fig. 3.13: Comparison between the measured pressure data and the numerical model for $p_i=32.1$ bar, $T=30\, ^\circ C$, $k_H=3440\, Pa.m^3/mol$ and $D=2.0\times10^{-9} \, m^2/sec$. The dotted line is obtained with an effective diffusion coefficient of $D=2.45\times10^{-7} \, m^2/sec$.

Fig. 3.14: Comparison between the measured pressure data and the numerical model for $p_i=50.5$ bar, $T=30\, ^\circ C$, $k_H=3530\, Pa.m^3/mol$ and $D=2.0\times10^{-9} \, m^2/sec$. The dotted line is obtained with an effective diffusion coefficient of $D=2.80\times10^{-7} \, m^2/sec$.

It should be mentioned that we also considered the possible contributions of Marangoni effect in our experiments. A rough calculation, based on a paper by Arendt et al. [8] shows that at our experimental conditions the mass transfer coefficient due to natural (or free) convection is 1-2 orders of magnitude larger than the mass transfer coefficient due to Marangoni convection. The reason could be that the interfacial tension between $CO_2$ and water does not change significantly.
at our experimental pressures but it does change significantly from 1 bar to 100 bar. Strictly speaking at pressures above 100 bar the IFT has asymptotic behavior [25].

3.5. CONCLUSIONS
The mass transfer of CO$_2$ into water was studied for the pressure range of 10-50 bar at a constant temperature of $T=30^\circ$C in a relatively simple PVT cell. The gas pressure was monitored continuously to investigate the transport phenomena. It was observed that initially, the mass-transfer rate is larger than expected from Fick’s law. For long times the convection effects are no longer dominant and the behavior becomes diffusion like. This confirms the hypothesis that the increase in density of water (due to the dissolution of CO$_2$) causes convective currents inside water that accelerate the transfer of CO$_2$ molecules. It is possible to develop a physical model that can explain the experiments. The model considers mechanical equilibrium in the upper gas phase such that it can be described by Fick’s law with a sufficiently large diffusion coefficient. Furthermore, the model considers density-driven natural convection in the liquid phase that is based on the Navier-Stokes equations. The gas pressure was related to the CO$_2$ concentration at the gas-liquid interface applying Henry’s solubility law, in which the coefficient varies with both pressure and temperature. According to the simulations the velocity increases until it reaches a maximum and then diminishes gradually as natural convection effect become less important. The maximum velocity corresponds to the time in which CO$_2$ front reaches the bottom of the vessel. There is a strong correlation between the fluid velocity and the concentration profile with the experimental pressure decline rates. The experiments and pressure decline in the gas phase predicted by the theory agree within the experimental error.

3.6. NOMENCLATURE

\begin{align*}
c & \quad \text{Concentration [mol/m}^3]\] 
c_p & \quad \text{Heat capacity [J/K/m}^3]\] 
D & \quad \text{Diffusion coefficient [m}^2\text{/s]}\] 
f & \quad \text{Fugacity [Pa]} 
g & \quad \text{acceleration due to gravity [m/s}^2]\] 
k_H & \quad \text{Henry’s constant} 
L & \quad \text{Length of the tube [m]} 
M & \quad \text{Molecular weight [kg/mol]} 
p & \quad \text{Pressure [Pa]} 
r & \quad \text{Distance from center of the tube [m]} 
R & \quad \text{Radius of the tube [m]} 
Ra & \quad \text{Rayleigh number [-]} 
\end{align*}
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$T$ Temperature [K, °C]
$t$ Time [sec]
$v$ Velocity [m/s]
$z$ Distance from the bottom of the tube [m]
$Z_g$ Gas compressibility factor [-]

**Greek symbols**

$\rho$ Density of the fluid [$kg/m^3$]
$\beta_v$ Volumetric expansion coefficient [$m^3/mol$]
$\xi, a, b$ Empirical fitting parameters
$\mu$ Viscosity of the fluid [$kg/m-sec$]
$\nu$ Kinematic viscosity [$m^2/s$]

**Subscripts**

0 Reference value of the quantity
$g$ Gas
$i$ Initial value of the quantity
$w$ Water
$r$ Quantity in $r$-direction
$z$ Quantity in $z$-direction
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Chapter 4

Density-driven natural convection of CO$_2$ in aquifers

ABSTRACT

In this chapter we investigate the mass transfer of CO$_2$ injected into a (sub)surface porous formation saturated with a liquid. In almost all cases of practical interest CO$_2$ is present on top of the liquid. Therefore, we perform our analysis to a porous medium that is impermeable from sides and that is exposed to CO$_2$ at the top. For this configuration density-driven natural convection enhances the mass transfer rate of CO$_2$ into the initially stagnant liquid. The analysis is done numerically using mass and momentum conservation laws and diffusion of CO$_2$ into the liquid. The effects of layering, anisotropy, aspect ratio and the Rayleigh number, which is dependent on the characteristics of the porous medium and fluid properties, are studied. This configuration leads to an unstable flow process. Numerical computations do not show natural convection effects for homogeneous initial conditions. Therefore a sinusoidal perturbation is added for the initial top boundary condition. It is found that the mass transfer increases and concentration front moves faster with increasing Rayleigh number. The results of this chapter have implications in enhanced oil recovery and CO$_2$ sequestration in aquifers.

KEYWORDS: CO$_2$, Porous media, Density-driven natural convection, Rayleigh number, Aquifer, Enhanced mass transfer, Global warming

4.1. INTRODUCTION

We now turn to the case where CO₂ injected into a porous formation accumulates under the cap rock and subsequently dissolves into the formation liquid by molecular diffusion. As we have discussed in Chapters 2 and 3, CO₂ dissolution increases the liquid density [1,2] and eventually CO₂-liquid interface becomes unstable [3-5]. For favorable conditions, natural convection occurs and enhances the mass transfer of CO₂.

Several authors have studied the problem of occurrence of natural convection in a saturated porous layer subject to a sudden temperature rise from the bottom. Foster [6] showed that the critical time that elapses before the onset of the instability is independent of the depth of fluid layer for large Rayleigh numbers, a result which was verified experimentally [7]. Lapwood [8] determined the criterion for the onset of natural convection, which occurs at Rayleigh numbers above $4\pi^2 \approx 40$. Elder [9] and Wooding [10] suggested imposing small perturbations to the initial condition to observe the fingers of hot fluid protruding into the porous medium. Foster [6] stated that the fluid manifests convective behavior or “onset of instability” when the averaged vertical velocity disturbance had increased by a factor between one and three orders of magnitude of its initial value. Results of Foster [6] and Lapwood [8] showed that the critical time required for the onset of natural convection is inversely proportional to the square of permeability of the porous medium. Indeed the interface of two immiscible fluids can be unstable due to several mechanisms in the porous medium. The stability of saturated porous layer under natural convection effects by means of a linear stability analysis, the energy method and a two dimensional numerical model have been studied by several researchers and the criteria in which the boundary becomes unstable have been reported in the literature [11-15]. The results of these investigations show that the critical (fastest growing) wavelength for the onset of natural convection is inversely proportional to the Rayleigh number or the permeability of the porous medium. This means that for the high permeable reservoirs the conventional simulators will not give satisfactory results, since a very high resolution is required to numerically simulate such a problem.

The analogy between heat and mass transfer phenomena allows us to use the equations for the temperature-driven natural convection to treat the concentration-driven natural convection. We have applied this analogy to study the effects of natural convection in a porous medium saturated with liquid (water or oil) when over-pressurized CO₂ rich gaseous phase is in contact with the top. We investigate the effect of natural convection on the flow regime and quantify it numerically. The theory and the results described in this chapter are highly relevant to CO₂ sequestration in aquifers and CO₂ flooding for enhancing oil recovery in porous media. Before we turn to the
theory, we describe one experimental result in detail. This single experiment aims to emphasize the significance of natural convection on CO$_2$ transport in porous media. Therefore, we do not use the theory for the interpretation of the experiments, because (a) the theory is in Cartesian system coordinates, whereas the experiments are in cylindrical coordinates, which poses difficult numerical problems and (b) the comparison would entail only a few experiments which can possibly lead to premature conclusions. Therefore, we leave the comparison between theory and experiments for future work.

4.2. EXPERIMENTAL

The experimental set-up introduced in Chapter 2 was used to perform the experiment. The glass tube was filled with sand grains (with an average diameter of 1 mm) up to the desired height ($L=20$ cm) and then saturated with water. The small diameter of the glass tube allowed high pressure (11.6 bar) experiments, but possibly introduces boundary effects as much less than 50 grains (some 10 grains) are in a horizontal cross-section. The porosity of the sand pack was measured as $\varphi = 0.42$. Using the Karman-Kozeny correlation the permeability was calculated to be $k = 1200$ Darcy. CO$_2$ was slowly injected into the cell from the top, for about 30 seconds. When the CO$_2$ pressure reached the desired value, the valve connecting to the gas source was closed and the cell was isolated. This was the starting time of the experiment. The gas pressure was recorded every 10 seconds in a computer.

![Graph](image)

**Fig. 4.1:** Enhanced mass transfer of CO$_2$ into a porous medium saturated with water; the experimental pressure decline for the porous medium is faster than the diffusion model prediction.

Figure 4.1 shows the experimental data (solid line) and the predicted pressure decline (dotted line) as calculated by Fick’s law for stagnant water for an initial pressure $p_i=11.6$ bar. The dotted line was plotted by inserting a diffusion coefficient of $D = 2.0 \times 10^{-9} \text{ m}^2 \text{s}^{-1}$ and Henry’s solubility constant $k_H = 2980.1 \text{ Pa/(mole/m}^3\text{)}$ in the 1-D diffusion model described in detail in Chapter 2.
It can be seen from Fig. 4.1 that the mass transfer of CO$_2$ in a porous medium saturated with water at slightly elevated pressure is significantly higher than the mass transfer expected in stagnant water in a porous medium, calculated by Fick’s law at the same pressure, but much slower than the mass transfer in the absence of a porous medium. As mentioned in the introduction we assert that density-driven natural convection is the responsible mechanism for enhanced mass transfer of CO$_2$ into the water present in porous media.

4.3. NUMERICAL MODEL

4.3.1. Formulation

If the fluid in the porous medium is in mechanical equilibrium in a gravitational field the concentration in the $z$ direction will be merely a function of the distance from the interface, i.e., $c = c(z)$. Nevertheless, if the concentration varies in the $x$ direction or if the vertical concentration gradient value exceeds a certain value, mechanical equilibrium is not possible and the fluid inside the porous medium starts to move to return the system to equilibrium. We try to formulate the occurrence of such phenomena.

Under consideration is the natural convection flow in a porous medium saturated with a fluid with a height $H$ and length $L$. The permeability of the porous medium is $k$ and its porosity is $\phi$. The porous medium is impermeable on the left and right side. Initially the fluid is at rest and there is no CO$_2$ dissolved in the fluid. CO$_2$ is continuously supplied from the top, i.e., CO$_2$ concentration at the top is kept constant. We assume that CO$_2$-liquid interface is relatively sharp and fixed. Moreover, we assume a no-flow boundary at the bottom of the porous medium. We disregard the presence of a capillary transition zone between the gas and the liquid phase. Hence we only model the liquid phase and the presence of the gas phase at the top is represented by a boundary condition for the liquid phase. The motion of fluid is described by Darcy’s law driven by a density gradient. Darcy’s law is combined with the mass conservation laws for the two components (CO$_2$ and either water or oil) to describe the diffusion and natural convection processes in the porous medium. We only expect a laminar regime since Rayleigh’s number is low. The density gradient is the source of natural convection and therefore the density cannot be considered constant. However, we use Boussinesq approximation which considers density variations only when they contribute directly to the fluid motion.

4.3.2. Governing equations

For the 2-D porous medium depicted in Fig. 4.2, the governing equations can be written as

(a) Continuity Equation
\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho U_x)}{\partial X} + \frac{\partial (\rho U_z)}{\partial Z} = 0 ,
\]

(b) Darcy’s law

\[
U_x = -\frac{k}{\mu} \frac{\partial p}{\partial X} ,
\]

\[
U_z = -\frac{k}{\mu} \left( \frac{\partial p}{\partial Z} + \rho g \right) ,
\]

(c) Concentration

\[
\frac{\varphi \partial c'}{\partial t} + U_x \frac{\partial c'}{\partial X} + U_z \frac{\partial c'}{\partial Z} = \varphi D \left( \frac{\partial^2 c'}{\partial X^2} + \frac{\partial^2 c'}{\partial Z^2} \right) .
\]

The fluid becomes denser when CO\textsubscript{2} is present at the top part of the porous medium. We assume that the liquid density changes linearly with the increasing CO\textsubscript{2} concentration, i.e.,

\[
\rho = \rho_0 \left( 1 + \beta_c (c' - c_{o}) \right) ,
\]

from which we obtain

\[
\frac{\partial \rho}{\partial X} = \rho_0 \beta_c \frac{\partial c'}{\partial X} .
\]

Fig. 4.2: Schematic of the system and coordinates
In Eqs. (4.1) to (4.4) there are four unknowns ($U_x$, $U_z$, $p$ and $c'$). We eliminate the pressure by cross-differentiating Eqs. (4.2) and (4.3) (Eq. (4.2) with respect to $Z$ and Eq. (4.3) with respect to $X$). This leads to

$$\frac{\partial U_z}{\partial X} - \frac{\partial U_x}{\partial Z} = \frac{kp\rho\beta}{\mu} \frac{\partial c'}{\partial X}. \tag{4.7}$$

Therefore, the equations to be solved are Eqs. (4.1), (4.4) and (4.7) to obtain $U_x$, $U_z$ and $c'$.

### 4.3.3. Dimensionless form of the equations

We take $H$ as characteristic length and define the following dimensionless variables

$$x = \frac{X}{H}, \quad z = \frac{Z}{H}, \quad u_x = \frac{H}{\varphi D} U_x, \quad u_z = \frac{H}{\varphi D} U_z, \quad \tau = \frac{D}{H^2} t, \quad c = \frac{c' - c_i}{c_i - c_i}$$

$$u_x = -\frac{\partial \psi}{\partial z} \quad u_z = \frac{\partial \psi}{\partial x}, \quad Ra = \frac{kp\beta gH\Delta c'}{\varphi D\mu} = \frac{\Delta p g k h}{\varphi D \mu} \tag{4.8}$$

Thus, after applying the Boussinesq approximation the dimensionless form of the equations can be written as

$$\frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial z^2} = Ra \frac{\partial c}{\partial x}, \tag{4.9}$$

$$\frac{\partial c}{\partial \tau} + \frac{\partial \psi}{\partial z} \frac{\partial c}{\partial x} + \frac{\partial \psi}{\partial x} \frac{\partial c}{\partial z} - \frac{\partial^2 c}{\partial x^2} + \frac{\partial^2 c}{\partial z^2}. \tag{4.10}$$

### 4.3.4. Boundary and initial conditions

The initial condition of the problem is

$$\psi = 0, \quad c = 0 \quad \text{at} \quad \tau = 0 \tag{4.11}$$

The boundary conditions of the problem are

$$\psi = 0, \quad \frac{\partial c}{\partial z} = 0 \quad \text{at} \quad x = 0,$$

$$\psi = 0, \quad c = 1 \quad \text{at} \quad z = 0,$$

$$\psi = 0, \quad \frac{\partial c}{\partial x} = 0 \quad \text{at} \quad z = 1,$$
\[ \psi = 0, \quad \frac{\partial c}{\partial x} = 0 \quad \text{at} \quad x = A. \] (4.12)

### 4.3.5. Solution procedure

A modified version of the numerical method explained by Guçeri and Farouk [16] was applied to solve the system of Eqs. (4.9) and (4.10), i.e., the finite volume approach. A fully implicit method was used to obtain the transient values in Eq. (4.10). For each time step, we first compute the stream function from Eq. (4.9) and then we obtain the concentration profile by solving Eq. (4.10). The calculation procedure for each time step was repeated until the following criteria were satisfied

\[ \left| \frac{c_{i,j}^{t+\Delta t} - c_{i,j}^{t}}{c_{i,j}^{t+\Delta t}} \right|_{\max} \leq \varepsilon \quad \text{and} \quad \left| \frac{\psi_{i,j}^{t+\Delta t} - \psi_{i,j}^{t}}{\psi_{i,j}^{t+\Delta t}} \right|_{\max} \leq \varepsilon. \]

\( \varepsilon \) was set to \( 10^{-5} \) in the numerical computations reported in this paper and the time step was chosen to be as small as \( 10^{-5} \) (for small Rayleigh numbers) and \( 10^{-6} \) (for \( Ra=1000 \)) for greater accuracy of the results. The developed code was checked with the literature benchmark [17,18] and the results were in excellent agreement with the published simulations independent of the number of grid cells.

To observe the non-linear behavior, i.e., the fingering behavior it was necessary to disturb the interface. Therefore in the numerical simulations, we start with a wavy perturbation on the top interface, i.e.

\[ c(x, z = 0, t = 0) = 1 + A_0 \sin(2\pi x / \lambda) \] (4.13)

where \( A_0 = 0.01 \) and \( \lambda = 1/12 \). In reality fluctuations are caused by thermodynamic fluctuations (see Refs. [19, 20]) and porelevel perturbations. We ignore instabilities on the pore level (see, however, e.g. Refs. [21,22]).

### 4.4. RESULTS AND DISCUSSION

In this section we show the results of our simulation for a 2-D isotropic homogeneous porous medium. We study the stability behavior by imposing small initial perturbations. This idea is following the normal mode method which is an analytical method that investigates the stability of a system of equations to infinitesimally small perturbations. It uses the idea that any perturbation can be decomposed into its Fourier components, i.e., in our 2-D example sinusoidal perturbation. We used wavenumbers \( (\alpha = 2\pi / \lambda) \) between 10 and 270 to investigate the effect of the
wavelength. The normal mode method also uses the concept of fastest growing wavelength as the characteristic wavelength which will emerge as the result of an arbitrary perturbation. Following this idea it is asserted that the long term behavior does not depend on the initial perturbation and hence reflects a material or structural property. For instance we observe (see for instance Fig. 4.7) that after some time the number of fingers are less than the number of periods in the initial perturbation. However, Fig. 4.14 shows that the growth rate of the perturbations is a weak function of the wavelength. Hence there will be some tenacity of the initial behavior and the pattern observed in the figures persists for some time before the number of fingers starts to decrease and starts to reflect structural properties.

Fig. 4.3: Concentration profiles for $Ra=10^4$ at $\tau = (a) \ 5\times10^5$, (b) $1.5\times10^4$, (c) $5\times10^4$, (d) $7.5\times10^4$, (e) $1.06\times10^3$ and (f) $0.002$
It is well established that for a certain fluid the dynamics of flow in the porous medium is strongly dependent on the characteristics of the porous medium, i.e., the permeability and for the non-cubic medium the ratio of length over height ($L/H$). In this section we discuss the effect of the Rayleigh number ($Ra$) and the aspect ratio ($A$).

### 4.4.1. Effect of Rayleigh number

Figure 4.3 shows the concentration profiles for $Ra=10000$ and $A=1$ at different times. This simulation was performed with $81 \times 81$ grid cells. An initial perturbation, too small to be visible in the plots, was introduced in the system. Although the interface is disturbed and unstable, initially the imposed perturbation is damped and the CO$_2$-rich front moves in diffusion like manner. Therefore, in the simulations some time elapses before the small fingers appear. At early times, e.g., $\tau = 5 \times 10^{-5}$ (Fig. 4.3a) and $\tau = 1.5 \times 10^{-3}$ (Fig. 4.3b), the number of fingers remain equal to the number put in the initial perturbation, i.e., 11. Nevertheless some fingers grow faster than the others (Fig. 4.3c). The laboratory results in the absence of a porous medium show that natural convection effects die out with time [5]. This can also be concluded from the experiment performed in a porous medium (Fig. 4.1). Therefore, it appears that the density difference, i.e., the driving force for natural convection decreases with time. This means that the concentration of CO$_2$ is distributed more evenly as more CO$_2$ is dissolved. In the numerical simulations this effect is also observed. In the simulations the number of fingers decreases with increasing time. It appears that the neighboring fingers coalesce by mutual interaction, a process which is governed by diffusion. This behavior has been also observed in Refs. [9-11]. A noticeable feature in our simulations is that the merging starts at the “trunk” rather than at the tip of the finger and from there it proceeds to the rest of the system. The merging of fingers continues until the end of the simulation.

Figure 4.4 shows a grey level plot of the stream function for $\tau = 5 \times 10^{-4}$. Dark areas correspond to high positive values of the stream function, with a maximum value of 100. Light areas correspond to negative values, with the lowest value of -120. Comparison with Figure 4.3d shows
a similarity in the contours between concentration profiles and stream function profiles. This shows the importance of natural convection for the spreading of CO$_2$ in the cell. Moreover, it means that the dynamics of the non-linear behavior, i.e., the fingering of the CO$_2$ in the porous medium is governed by the flow field. Simulation results show that at $\tau = 0.002$ the maximum and minimum values of the stream function are 80 and -90 respectively. This indicates that the values of stream function, i.e., the velocity components, decrease with increasing time due to the increasingly more homogeneous concentration distribution as time progresses.

![Fig. 4.5: Concentration profiles for (a) Ra=2000 at $\tau = 1.4 \times 10^{-3}$ and (b) Ra=20000 at $\tau = 1.3 \times 10^{-4}$](image)

The concentration contours shown in Fig. 4.3 suggest that the late-stage behavior of the mass transfer process cannot be precisely predicted by the early-stage behavior of the system. This complexity in the flow behavior is strongly dependent on the Rayleigh number. To show the effect of different Rayleigh numbers we plot the early-stage concentration profiles of $Ra=2000$ and $Ra=20000$ and compare them with the base case $Ra=10000$. Furthermore, to show the late-stage flow behavior, in Fig. 4.7 we plot the concentration profile for $Ra=500, 1000, 2000, 5000$ and 20000 when the CO$_2$ concentration of the bottom of the cell for the first time reaches 10% of the initial concentration at the top.

Figure 4.5 shows the concentration contours for $Ra=2000$ at $\tau = 2.5 \times 10^{-3}$ and $Ra=20000$ at $\tau = 1.3 \times 10^{-4}$. Comparison of these profiles with Fig. 4.3c indicates that concentration front moves faster for the larger Rayleigh numbers. This means that natural convection affects the mass transfer significantly for larger Rayleigh numbers. For $Ra=2000$ the number of fingers has been already decreased (Fig. 4.5a). However, some fingers merge together and form large fingers (Fig. 4.6a) and move without any further interactions until they reach the bottom (Fig. 4.7c). Comparing Fig. 4.5b and Fig. 4.6b shows that the nonlinear behavior of the fingering is more pronounced at higher Rayleigh numbers. The stream function profiles corresponding to the concentration profiles shown in Fig. 4.6 preserve a similar pattern to the concentration profiles, as discussed previously in Fig. 4.4. However, the values of the stream function increase with increasing Rayleigh number.
The late-stage flow behavior of different Rayleigh numbers is shown in Fig. 4.7. As discussed above, for \( Ra<5000 \) at the initial stages the smaller fingers merge together and progress without any significant interactions with the neighboring fingers. An interesting feature in the simulation results is that for smaller Rayleigh numbers CO\(_2\) flows downwards close to the boundaries. In another words, the flow is faster close to the boundaries than near the center for the small Rayleigh numbers. The time in which the CO\(_2\) front (10%) reaches the bottom of the cell is plotted in Fig. 4.8 for different Rayleigh numbers. This figure suggests that given the conditions of our simulations (the initial perturbation, number of grid cells and etc.) there is a linear relation between the inverse of this time and Rayleigh number. This linear relation emphasizes the importance of the convection effect compared to diffusion.
**Fig. 4.7:** Concentration profiles for (a) $Ra=500$ at $\tau = 2.47\times 10^{-2}$, (b) $Ra=1000$ at $\tau = 1.06\times 10^{-2}$, (c) $Ra=2000$ at $\tau = 5.1\times 10^{-3}$, (d) $Ra=5000$ at $\tau = 2.0\times 10^{-3}$ and (e) $Ra=20000$ at $\tau = 6.25\times 10^{-3}$ (Figs. 4.7a-4.7d are in the previous page).

**Fig. 4.8:** The time required for the CO$_2$ concentration to reach to $0.1c_0$ at the bottom for the first time for different Rayleigh numbers.

**Fig. 4.9:** Progress of the tip of the most advanced finger for different Rayleigh numbers as a function of time and the change from square-root behavior to linear behavior.
Figure 4.9 shows the progress of the tip position of the most advanced finger with time for different Rayleigh numbers in a log-log plot. With the term *advanced tip position* we mean the distance from the gas-liquid interface to the contour in which the CO$_2$ reaches 10% of the initial concentration at the top boundary. This plot shows that initially the CO$_2$ front moves proportional to the square-root of time, i.e., the initial behavior is controlled by diffusion. In all cases, after some time the relation becomes linear, i.e., convection starts to play a role in the system. The time, in which the relation changes to linear behavior, decreases with increasing Rayleigh number. For the number of grid cells used in our simulation it was difficult to get the exact point of the front for higher Rayleigh numbers; therefore these values are not plotted in Fig. 4.9.

### 4.4.2. Effect of aspect ratio (A)

Figures 4.10 and 4.11 show the simulation results for $Ra=10^4$ and different aspect ratios. Comparison of these plots with concentration profiles in Fig. 4.3 yields that the interaction between fingers decreases with increasing aspect ratio. The number of fingers that survive to reach the bottom of the cell in the $A=4$ case is equal to the number of the initially imposed fingers indicating that the interaction between the fingers decreases with increasing the aspect ratio. Nevertheless, the time required for the 10% CO$_2$ front to reach the bottom increases with increasing aspect ratio.

![Concentration profiles](image)

**Fig. 4.10:** Concentration profiles for $A=2$ and $Ra=10^4$ at $\tau =$ (a) $5 \times 10^{-4}$, (b) $7.5 \times 10^{-4}$ and (c) $1.39 \times 10^{-3}$
4.4.3. Growth of the disturbance

In the numerical simulations presented in this paper the imposed initial disturbance was the sinusoidal disturbance with wavelength $\lambda$ and amplitude $\delta$ (Fig. 4.12). The wave-number is defined as $\alpha = 2\pi / \lambda$. We assume that any disturbance grows exponentially

$$\delta(\tau) = \delta_0 \exp(\sigma \tau). \tag{4.14}$$

$\delta_0$ is a constant, which can be determined by the initial condition of the interface, and $\sigma(\alpha)$ is the wavelength dependent disturbance growth factor. Equation (4.14) means that a plot of $\ln(\delta)$ versus time is a straight line. The slope of this straight line gives the growth factor $\sigma$. Depending on the scope of $\sigma$ it is possible to find the fastest growing wave-number at which the first derivative of $\sigma$ towards the wave number $\alpha$ becomes zero. The determination of the fastest growing wave-number is as follows:

In the simulations for a certain Rayleigh number we determine the average amplitude of one arbitrary contour line of the concentration profile (in this paper $c = 0.4$ line) for different wave numbers. We plot the average amplitudes of the $c = 0.4$ contour line versus time in a semi-
logarithmic plot. The slope of the obtained lines gives $\sigma$ of the selected wave-number. We plot the obtained growth factors versus wave-number to get the value of the fastest growing wave-number.

In Fig. 4.13 we present plot of $\ln(\delta)$ vs. time only for $Ra=2000$ for different wave-numbers. The regression coefficient of the fitted lines were all larger than 0.97. This means that the imposed instabilities grow linearly in agreement with Eq. (4.14). However, it was noticed that in some simulations when we considered the late-stage points the regression coefficients became less than 0.95, suggesting that at the later stage the growth of the instabilities is not linear. Therefore, in order to find fastest growing wave-number we omitted the late-stage points when the regression coefficient was less than 0.95. The non-linear growth of fingers at later stages has been also reported by Park et al. [23]. Figure 4.14 shows the growth factor as a function of wave-number for $Ra=2000$ and $Ra=1000$. The extracted growth rates are presented in Table 4.1 and Table 4.2 for $Ra=1000$ and $Ra=2000$ respectively. It is clear from these Tables and Fig. 15 that the fastest growing wave-number is between 50-75 for $Ra=1000$ and 25-37 for $Ra=2000$.

![Fig. 4.13: Logarithm of the average amplitude (distance from interface) of the growing fingers versus time for $Ra=2000$](image)

![Fig. 4.14: Growth rate coefficient as a function of wave-number for $Ra=1000$ and $Ra=2000$](image)
Table 4.1: Wavelengths and corresponding growth rates for \( Ra=1000 \)

<table>
<thead>
<tr>
<th>( 1/\lambda )</th>
<th>( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>196.95</td>
</tr>
<tr>
<td>6</td>
<td>198.122</td>
</tr>
<tr>
<td>8</td>
<td>203.82</td>
</tr>
<tr>
<td>10</td>
<td>227.2</td>
</tr>
<tr>
<td>12</td>
<td>241.66</td>
</tr>
<tr>
<td>18</td>
<td>206.24</td>
</tr>
<tr>
<td>30</td>
<td>183.22</td>
</tr>
<tr>
<td>36</td>
<td>173.13</td>
</tr>
<tr>
<td>42</td>
<td>145.68</td>
</tr>
</tbody>
</table>

Table 4.2: Wavelengths and corresponding growth rates for \( Ra=2000 \)

<table>
<thead>
<tr>
<th>( 1/\lambda )</th>
<th>( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>507.68</td>
</tr>
<tr>
<td>4</td>
<td>575.78</td>
</tr>
<tr>
<td>6</td>
<td>582.32</td>
</tr>
<tr>
<td>8</td>
<td>547.16</td>
</tr>
<tr>
<td>10</td>
<td>477.72</td>
</tr>
</tbody>
</table>

4.5. COMPARISON WITH BULK RESULTS

In Fig. 4.15 we plot the pressure history of two experiments in a glass tube with radius of 3.5mm. In one experiment the glass tube is filled with only water (Chapter 1) and in the other one the tube is filled with porous media of the same height and saturated with water (this chapter). This figure shows that, although natural convection enhances the transfer rate in water-saturated porous media, its significance is less compared to bulk liquid. One has to remember that the critical time for the onset of natural convection is inversely proportional to the Rayleigh number. The Rayleigh number, \( Ra \), appears in the flow equations of both cases and therefore the rate of flow is an increasing function of \( Ra \). The equations of \( Ra \) imply that: \( (Ra)_{pm} \propto kL \) and \( (Ra)_{bulk} \propto L^3 \). In the comparison of the pressure behavior of the experiments with and without porous media the following points should be considered: First, the critical \( Ra \) for onset of convection in porous media is about 40, while for a clear fluid (or bulk liquid) convection occurs beyond a critical \( Ra \) of approximately 1700 [24]. Secondly, from Hagen–Poiseuille equation the permeability of the tube with radius of \( r_t \) is \( k = r_t^2 / 8 \), which gives the value of \( k=1.5 \times 10^6 \) Darcy for a tube with radius of 3.5mm, whereas for porous medium the permeability is 1200 Darcy, i.e., a factor of 1000 difference. This can explain a factor of 10 difference in the transfer rates of the two systems.
presented in Fig. 4.15. It should be also mentioned that the amount of water in porous media experiment is much less than bulk experiment and therefore the equilibrium pressures are different.

Nevertheless in both experiments, the early time behavior is governed by diffusion before the onset of the natural convection. Vella and Huppert [25] show that for Sleipner field, in which around $10^9$ kg of CO$_2$ is injected to a 200 m thick layer each year, with the typical measured values for the porosity ($\varphi = 0.31$) and permeability of $0.7 \leq k \leq 5$ Darcy, the onset of convection may vary between few days and 14.2 years. This suggests that the effect of gravity instabilities (convection) is indeed important in the field. Similar to the experiments with the bulk fluid, natural convection effects in a saturated porous media also die out with time and eventually stops as more CO$_2$ is dissolved in brine (the driving force for convection decreases). This is one of the most important findings of our experiments, which is confirmed with the recent experiments conducted in porous media saturated with water [26] and shown by simulation results in this chapter.

\[ \text{Fig. 4.15: Comparison of the pressure history of the experiments with and without porous media. The experiments are done in a glass tube with radius of 3.5 mm at } P_i=11 \text{ bar.} \]

4.6. CONCLUSIONS

In this chapter we studied the transient density-driven natural convection problem when the top of the porous medium initially saturated with a liquid is exposed to a CO$_2$-rich gaseous phase. With the aid of dimensionless groups it is possible to study the effect of different parameters on the fate of injected CO$_2$ into the porous medium. It is shown that the density-driven natural convection with the boundaries used in this paper has a significant effect on the mass transfer. The effect of natural convection increases with increasing Rayleigh number that depends both on the characteristics of the porous medium, mainly the permeability, and the fluid properties. With increasing aspect ratio, the time to see the beginning of the natural convection decreases. The
simulation results show that the non-linear behavior of the flow is strongly dependent on the Rayleigh number. With increasing Rayleigh number natural convection effects become more significant. However, as time elapses the number of the fingers decreases due to the decreasing effect of natural convection. This effect can be also observed from the decreasing values of the stream function. Initially, the CO$_2$ front moves proportional to the square root of time for different Rayleigh numbers and then the relationship becomes linear. However, the time in which the switching happens decreases with increasing Rayleigh number.

### 4.7. NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>Aspect ratio, $H/L$ [-]</td>
</tr>
<tr>
<td>$c$</td>
<td>Dimensionless concentration [-]</td>
</tr>
<tr>
<td>$c'$</td>
<td>Concentration [mole/m$^3$]</td>
</tr>
<tr>
<td>$D$</td>
<td>Diffusion coefficient [m$^2$/s]</td>
</tr>
<tr>
<td>$g$</td>
<td>acceleration due to gravity [m/s$^2$]</td>
</tr>
<tr>
<td>$Gr$</td>
<td>Grasshof number [-]</td>
</tr>
<tr>
<td>$H$</td>
<td>Height of the porous medium [m]</td>
</tr>
<tr>
<td>$k$</td>
<td>Permeability of the porous medium [m$^{-2}$]</td>
</tr>
<tr>
<td>$k_H$</td>
<td>Henry's solubility constant [Pa/(mole/m$^3$)]</td>
</tr>
<tr>
<td>$L$</td>
<td>Length of the porous medium [m]</td>
</tr>
<tr>
<td>$P$</td>
<td>Pressure [Pa]</td>
</tr>
<tr>
<td>$Ra$</td>
<td>Rayleigh number [-]</td>
</tr>
<tr>
<td>$t$</td>
<td>Time [sec]</td>
</tr>
<tr>
<td>$u$</td>
<td>Dimensionless velocity [-]</td>
</tr>
<tr>
<td>$U$</td>
<td>Velocity [m/s]</td>
</tr>
<tr>
<td>$z$</td>
<td>Distance from the bottom of the tube [m]</td>
</tr>
<tr>
<td>$x$</td>
<td>Dimensionless distance in X coordinate</td>
</tr>
<tr>
<td>$z$</td>
<td>Dimensionless distance in Z coordinate</td>
</tr>
</tbody>
</table>

**Greek symbols**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Wave-number</td>
</tr>
<tr>
<td>$\beta_c$</td>
<td>Volumetric expansion factor [m$^3$/mole]</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Amplitude [-]</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>Porosity of the porous medium [-]</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Wavelength [-]</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Viscosity of the fluid [kg / m – sec]</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Stream function [m$^3$ m$^{-1}$ sec$^{-1}$]</td>
</tr>
</tbody>
</table>
\[ \rho \quad \text{Density of the fluid [ kg / m}^3\text{ ]} \]
\[ \sigma \quad \text{Dimensionless growth rate [-]} \]
\[ \tau \quad \text{Dimensionless time [-]} \]

**Subscripts**

\[ \text{\_0} \quad \text{Value of the quantity at the boundary} \]
\[ \text{\_i} \quad \text{Reference value of the quantity} \]
\[ \text{\_x} \quad \text{Quantity in x-direction} \]
\[ \text{\_z} \quad \text{Quantity in z-direction} \]
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Properties of Foam Films Stabilized with Alpha Olefin Sulfonate (AOS)

ABSTRACT

Alpha Olefin Sulfonate (AOS) surfactants have shown outstanding detergency, lower adsorption on porous rocks, high compatibility with hard water and good wetting and foaming properties. These properties make AOS an excellent candidate for foam applications in enhanced oil recovery. This chapter summarizes the basic properties of foam films stabilized by an Alpha Olefin Sulfonate surfactant. The foam film thickness and contact angle between the film meniscus and film-forming solution were measured as a function of NaCl and AOS concentrations. The critical AOS concentration for formation of stable films was obtained. The critical NaCl concentration for formation of stable Newton black films was found. The dependence of the film thickness on the NaCl concentration was compared to the same dependence of the contact angle between the film and its meniscus. With increasing NaCl concentration the film thickness decreases gradually while the contact angle (and respectively the free energy of film formation) increases, in accordance with the classical DLVO theory. The surface tension isotherms of the AOS solutions were measured at different NaCl concentrations. They coincide on a single curve when plotted as a function of mean ionic activity product. Our data imply that the adsorption of AOS is independent of NaCl concentration at a given mean ionic activity.

KEYWORDS: Foam film, AOS surfactant, Monolayer, Film thickness, Surface tension, Adsorption, Ionic activity
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5.1. INTRODUCTION

Foam is a dispersion of a gas phase in a continuous liquid phase stabilized by surfactants and/or nano-particles [1,2]. The gas breaks into bubbles that are separated by thin liquid films, also called lamellae. During foam flow in porous media the foam films bridging the pore throats tend to block flow path for the gas [3,4]. Because pushing a large number of lamellae through complex pores requires a lot of energy, foam in porous media is characterized by a yield stress and, for stresses larger than the yield stress, by a high effective viscosity. Owing to these characteristics foam is an excellent mobility control agent, which was extensively used to control fluid flow during oil and gas recovery [3,4] and during the cleaning up of contaminated soils [5]. Foam is capable of improving the CO$_2$ spreading during geological storage.

The key factor for the success of the above foam processes in the geosciences realm are the choice of surfactant with respect to the injected gas, type of the porous medium and chemical/physical properties of the fluids in the porous medium, i.e., water and oil. A suitable surfactant should be capable of generating ample and stable foam in the reservoir rock and in presence of oil at high pressures and temperatures. Furthermore, the adsorption of surfactant on the rock should be as low as possible. Surfactant adsorption decreases the surfactant concentration and therefore limits the distance the surfactant will propagate into the oil reservoir before its concentration becomes too low for an effective foam generation [6]. The stability of foam in the presence of oil is an important challenge for scientists and engineers intending to use foam as an enhanced oil recovery (EOR) method. Note that in a simplistic view oil is often regarded as an anti-foam. In general, the selected surfactant in EOR foam has to balance chemical costs against the expected gas mobility reduction, taking into account surfactant adsorption and foam-oil interaction.

The long-term stability of foam is subsidiary to the stability of the single separating liquid films-lamellae. Therefore, to have a better control on the foam properties, it is essential to understand the basic properties of the lamella. Furthermore foam films are rather good model systems for studying the interfacial phenomena and the interactions between interfaces [2,7]. The structure and the properties of foam films have been intensively studied, and they are well documented in the literature. The main results are summarized in books and review articles [e.g. Refs. 2,8-13].

There are two equilibrium states of foam films that are defined by the thermodynamic conditions. Common films are usually formed when the salt concentration in the film forming solution is low. These films have a sandwich-like structure and consist of two monolayers of adsorbed surfactant molecules stabilizing the film separated by an aqueous layer. The film thickness decreases when the salt concentration in the film-forming solution increases. The reflectivity from the film
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decreases so much at a certain film thickness (respectively, salt concentration) that the films look black in reflected light. Hence, these films are called Common Black Films (CBF). The interactions in these films are adequately described by the classical DLVO approach [14]. Their stability is due to the interplay between a repulsive electrostatic ($\Pi_{EL}$) and an attractive van der Waals ($\Pi_{vW}$) contributions to the disjoining pressure, $\Pi$. $\Pi_{EL}$ decreases with the addition of salt to the film forming surfactant solution, until it is fully suppressed. Very thin Newton Black Films (NBF) are formed at that point. These films have bilayer structures: the two surfactant monolayers are close to each other, separated only by few layers of hydration water. The stability of these films is governed by short-range interaction forces. The application of DLVO theory to such thin foam films is not possible because this theory does not take into account both spatial and or surfactant density fluctuations [13,15]. The two states of foam films are shown schematically in Fig. 5.1. In both cases the transition from thicker common film to the thinner black films (either CBF or NBF) occurs through the formation of black spots in the thicker film.

Fig. 5.1: Schematic of two equilibrium states of the foam films: A common black film (left) has a central aqueous layer which is sandwiched between two surfactant monolayers. A Newton black film (right) has a bilayer structure where two surfactant monolayers are close to each other separated only by few layers of hydration water.

In this chapter the properties of foam films prepared from AOS solutions in presence of different amounts of electrolyte (NaCl) are investigated. The thickness and contact angle of the films (Fig. 5.2) were measured. Complementary studies on surface tension of AOS surfactant solutions were performed for better understanding of the results. Thus, the surface density of the surfactant in their adsorption layers on water surface was estimated.

5.2. MATERIALS AND METHODS

Choice of the surfactant: Alpha Olefin Sulfonate (AOS) surfactant was chosen to carry out the experiments because it has comparatively lower adsorption on sandstones than other commercial
surfactants like, for instance, Sodium Dodecyl Sulfate (SDS) [16]. Moreover, AOS surfactants have outstanding detergency, high compatibility with hard water and good wetting and foaming properties with CO\textsubscript{2} even when the porous medium is partially saturated with oil (see Chapter 8). These properties make AOS an excellent candidate for CO\textsubscript{2}-foam applications, e.g., EOR projects that aim to produce more oil from underground reservoirs.

**Surface Tension:** The surface tensions were measured using a K11 tensiometer (Krüss GmbH, Germany) using the DuNouy ring method. The solutions were prepared at least 12 hours prior to the experiments and sonicated for 30 minutes. The solutions remained still in the Teflon vessels for two hours before the measurements to assure the equilibrium adsorption at the liquid/air surface. The solution remained still for at least 30 minutes between every single measurement to recover the equilibrium.

**Foam Film Experiments:** The experiments were performed in a Scheludko-Exerowa ring cell [2,17] with an inner radius of the ring ($R_{\text{cap}}$) of 2.5 mm. Detailed description of the cell and the used experimental procedures are given in [2,17]. The ring cell was placed in a closed thermostat vessel saturated with vapor of the studied solution. Two hours were allowed for reaching equilibrium, before the measurement was started. A horizontal microscopic film with constant radius was formed in the glass ring, by suction of the film forming solution from the ring through the capillary at a low capillary pressure. The film starts thinning after its formation due to drainage. It either ruptures during the thinning process or an equilibrium film is formed at the end of the drainage process.

![Fig. 5.2: A single foam film consists of an aqueous core with thickness $h$, sandwiched between two adsorbed monolayers of surfactant with the thickness of $h_1$. In this model the Plateau borders are neglected. The liquid layer and the surfactant monolayers are assumed to be homogenous. The contact angle, $\theta$, is formed at the transition between the film and the bulk solution.](image-url)
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**Film Thickness:** The equivalent solution film thickness \( h_w \) was measured microinterferometrically [2,17-19] by assuming an optically homogeneous film with the same refractive index \( n \) as that of the bulk solution from which the film was formed.

\[
h_w = \frac{\lambda}{2\pi n} \arcsin \left( \frac{I / I_m}{\sqrt{1 + \frac{4R_h}{(1-R_h)^2} (1 - I / I_m)}} \right),
\]

where \( R_h = \frac{(n-1)^2}{(n+1)^2} \), \( \lambda \) is the wavelength of the light (in this study 546 nm), \( I_m \) and \( I \) are the maximum intensity of the light and the intensity of the light reflected from the film at each moment during the thinning process or in equilibrium.

In fact the film consists of two surfactant monolayers and an aqueous layer in between. Thus, the film thickness \( h \) is different from that of \( h_w \). The film thickness \( h \) was calculated by assuming a three-layer model of the film [18] where the aqueous solution core of thickness \( h_2 \) and refractive index \( n_2 \), is flanked by two layers of hydrophobic alkyl chains of the adsorbed surfactant molecules, with thickness \( h_1 \) and refractive index \( n_1 \). The aqueous core includes the hydrophilic head groups of the surfactant molecules. This three-layer model was used to calculate the film thickness \( h \) from the experimentally obtained \( h_w \) values using the relation [19]:

\[
h = 2h_1 + h_2; \quad h_2 = h_w - 2h_1 \frac{n_1^2 - 1}{n_2^2 - 1}
\]

The correction is especially important for thin NBFs. We assumed that the thickness \( h_1 = 1.35 \text{ nm} \) [19] as used for similar films and the refractive index \( n_1 \) as that of pure tetradecane \( n_1 = 1.4290 \) [20]. \( n_2 = n \) is the refractive index of the surfactant solution.

**Contact Angle:** The contact angle between the film and bulk solution, \( \theta \), (Fig. 5.2) was measured by the expansion method at constant pressure [21]. During the drainage process, due to local fluctuation of the film thickness black spots appear. These spots grow and finally cover the whole film. The film expands shortly (in less than a second) at that moment because of the new force balance between the film and the bulk meniscus. Thereafter the film size remains constant without any further change. The radius of the thinner equilibrium black film \( r_2 \) is greater than the radius of the thicker film \( r_1 \) just before the first black spot appears. The contact angle was evaluated using the relation [21]

\[
\sin \theta = \frac{\delta_1^2 - \delta_2^2}{\delta_2}
\]
where, $\delta_1 = r_1 / R_{\text{cap}}$ and $\delta_2 = r_2 / R_{\text{cap}}$. This calculation is based on the estimation of the pressure in the system foam film/meniscus before and after the film expansion which supplement the formation of the black films and the assumption that this pressure does not change during the film transition. It should be mentioned that the method is more precise when $\theta > 1^\circ$.

All measurements (thickness, contact angle and surface tension) were conducted at room temperature ($T = 25 \pm 0.5 ^\circ C$) and every point presented is average of at least 10 single measurement. The standard deviation is less than 5% of the mean values.

![Fig. 5.3](image.png)

**Fig. 5.3:** The measured surface tension isotherms ($T=25^\circ$C) vs. surfactant concentration with different NaCl concentrations: (*) no salt, (○) $c_{\text{NaCl}}=0.05$ M, (□) $c_{\text{NaCl}}=0.20$ M and (∆) $c_{\text{NaCl}}=0.50$ M. The addition of NaCl alters the shape of the curves. Higher amount of NaCl shifts the surface tension curves to lower surfactant concentrations.

**Table 5.1:** CMC values of AOS solutions at different NaCl concentrations obtained from the surface tension isotherms presented in Fig. 5.3.

<table>
<thead>
<tr>
<th>NaCl concentration [M]</th>
<th>CMC [wt% AOS]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>0.004</td>
</tr>
<tr>
<td>0.20</td>
<td>0.007</td>
</tr>
<tr>
<td>0.05</td>
<td>0.018</td>
</tr>
<tr>
<td>0.00</td>
<td>0.100</td>
</tr>
</tbody>
</table>

**Materials:** The surfactant used was (C$_{14}$-C$_{16}$)-alpha-olefin sulfonate, AOS (Stepan company, USA). This surfactant is anionic, with industrial purity and was used as received without any further purification. The general structure of olefin surfactants is $RSO_3Na^+$, where $R$ represents the hydrophobic group. In our case, the number of the carbon atoms in the surfactant structure is between 14 and 16 and the molecular weight of the surfactant is $M_w=315$ gr/mol. Sodium chloride (NaCl) GR grade (Merck, Darmstadt, Germany) was roasted at 600 °C for 5 hours to remove the
organic impurities, some of which might be surface active. All solutions were prepared with deionized water from a Milli-Q purification setup (Elga Labwater, Germany). The specific resistance of the water was 18.2 MΩcm, the pH was 5.5 and the total organic carbon (TOC) value was <10 ppb.

5.3. RESULTS AND DISCUSSION

Surface Tension: The measured surface tension isotherms for different concentrations of the added electrolyte, NaCl, are presented in Fig. 5.3. The value of surface tension decreases with increasing surfactant concentration for all electrolyte concentrations until it reaches a minimum. The existence of a minimum in the curves indicates that the surfactant contains diverse surface active molecules with different activity or contains some impurities. The surface tension values increase slightly after this minimum and remain constant afterwards. The addition of NaCl does not change the slope of the curve but only shifts them toward lower values of the surfactant concentrations. This means that the critical micelle concentration (CMC) decreases with increasing NaCl concentration, as shown in Table 5.1. A similar behavior has been reported for other ionic surfactant-electrolyte systems [23-25].

We followed the thermodynamic method explained in Ref. [24] to determine the adsorption of the surfactant at liquid/air interface which is an extension of the approach of Rehfeld [26]. According to the theory the Gibbs adsorption isotherm in a suitable form which accounts for the added inorganic salt is given by

\[
\Gamma_s = -\frac{1}{RT} \left( \frac{d\sigma}{d\ln(aa)} \right)_T
\]

(5.4)

where \( R \) is the universal gas constant, \( T \) is temperature, \( \sigma \) is the measured surface tension and \( a \) and \( a_t \) are ionic activities of the surfactant (AOS) and surfactant+electrolyte (AOS+NaCl) solutions respectively defined by

\[
a = \gamma_\pm c_{AOS} \quad \text{and} \quad a_t = \gamma_\pm (c_{AOS} + c_{NaCl})
\]

(5.5)

with \( \gamma_\pm \) the mean ionic activity coefficient. An equation accurately representing measured values of \( \gamma_\pm \), up to 2 M solutions of NaCl is provided by Debye-Hückel formula corrected for short-range interactions [27,28].
Fig. 5.4: The measured surface tension isotherms ($T=25^\circ$C) vs. mean ionic activity $c^*$. (*) no salt, (○) $c_{\text{NaCl}} = 0.05 \, M$, (□) $c_{\text{NaCl}} = 0.20 \, M$ and (∆) $c_{\text{NaCl}} = 0.50 \, M$. All curves with NaCl follow a master curve.

\[
\log \gamma_\pm = -\frac{0.5115 \sqrt{I}}{1+1.316 \sqrt{I}} + 0.055 I \tag{5.6}
\]

where, $I$ is the ionic strength in moles and the numerical constants correspond to $25^\circ$C. For consistency sake we also define so-called “mean ionic activity” as

\[
c^* = (aa_t)^{1/2} = \gamma_\pm \left( c_{AOS} (c_{AOS} + c_{\text{NaCl}}) \right)^{1/2} \tag{5.7}
\]

Equation (5.4) suggests a way to determine the adsorption from the surface tension measurements. Gurkov et al. [23] proposed that the isotherm of $\sigma$ versus $\ln(aa_t)$ can be fitted with a polynomial function

\[
\sigma = z_0 + z_1 \ln(aa_t) + z_2 \left( \ln(aa_t) \right)^2 + z_3 \left( \ln(aa_t) \right)^3 + ... \tag{5.8}
\]

Therefore, to determine the adsorption we fitted our measured surface tension data to a quadratic function and calculated the adsorption using Eq. (5.4).

Fainerman and Lucassen-Reynders [25,29] pointed out that for solutions of a single ionic surfactant with inorganic electrolyte the measurements of surface tension (or surface pressure) vs. mean ionic activity ($c^*$) at different electrolyte concentrations coincide on a single curve. The measured surface tension data of AOS solutions are presented in Fig. 5.4 as a function of the mean ionic activity ($c^*$). The isotherms of $\sigma$ pass through a master curve for different NaCl concentrations, except for the solution without NaCl. This implies that at a given mean ionic activity, both adsorption and surface tension are independent of electrolyte concentration, i.e. the
ionic atmosphere contribution to the surface pressure is negligible. This is confirmed in Fig. 5.5 where the calculated adsorptions (from Eq. (5.4)) are plotted vs. mean ionic activity, $c^*$. The adsorption $\Gamma_s$ continuously increases with the addition of either salt or surfactant by $c^*$. The complete absence of inert electrolyte in the studied solutions results in an adsorption curve very different from that in presence of salt. The adsorption is lower in this case. Similar effect was already observed in Ref. [24] and the authors attributed it to “enhanced electrostatic screening in the double layer and decreased repulsion between the surfactant ions” upon addition of salt.

![Graph showing calculated adsorption vs. mean ionic activity for AOS solutions and different NaCl concentrations: (*) no salt, (○) $c_{NaCl} = 0.05 M$, (□) $c_{NaCl} = 0.20 M$ and (∆) $c_{NaCl} = 0.50 M$. $\Gamma_s$ is less for the solution without NaCl compared to the solution with NaCl. $\Gamma_s$ is independent of NaCl concentration at a given $c^*$.]

**Fig. 5.5:** Calculated adsorption, $\Gamma_s$, vs. mean ionic activity for AOS solutions and different NaCl concentrations: (*) no salt, (○) $c_{NaCl} = 0.05 M$, (□) $c_{NaCl} = 0.20 M$ and (∆) $c_{NaCl} = 0.50 M$. $\Gamma_s$ is less for the solution without NaCl compared to the solution with NaCl. $\Gamma_s$ is independent of NaCl concentration at a given $c^*$.

**Foam Film Experiments:** The dependence of the equivalent solution film thickness $h_w$ on the NaCl concentration was investigated for two surfactant concentrations, one ($c_{AOS} = 0.01 \text{ wt\%} = 3\times10^{-4} M$) below and the other ($c_{AOS} = 0.30 \text{ wt\%} = 9.5\times10^{-4} M$) above the CMC of the AOS solution in the absence of NaCl. The results are shown in Fig. 5.6 and the calculated $h$ and $h_s$ are summarized in Table 5.2. Thick films are formed at low salt concentration. The thickness of these films depends on the AOS concentration in the solution. Those made from AOS solutions with a concentration of $0.01 \text{ wt\%}$ are thicker than those prepared in presence of $0.3 \text{ wt\%}$ solution. This is because the AOS surfactant is an electrolyte itself and at low salt concentration its concentration determines the ionic strength of the solutions. Following the classical DLVO theory the electrostatic double layer repulsion is weaker when the salt concentration is higher.

In both cases the film thickness decreases smoothly with increasing NaCl concentration. In the case of $c_{AOS} = 0.01 \text{ wt\%}$ common black films with an equivalent thickness of 11.1 nm are formed when concentration of NaCl is between 0.10 and 0.30 M while in the case of $c_{AOS} = 0.30 \text{ wt\%}$ CBFs
with an equivalent thickness of 11.7 nm are formed when concentration of NaCl is between 0.05 and 0.20 M. The film thickness is 5.1 nm in the case of $c_{\text{AOS}} = 0.01 \text{ wt\%}$ above $c_{\text{NaCl}} = 0.40 \text{ M}$ and in the case of $c_{\text{AOS}} = 0.30 \text{ wt\%}$ above $c_{\text{NaCl}} = 0.30 \text{ M}$ and it is independent of NaCl and surfactant concentrations. We identify these films as NBFs which consist of two hydrophobic hydrocarbon layers of molecules with a thickness of about 1.35 nm and a core of bound water which includes the hydrophilic head groups of the AOS molecule with a thickness of 1.4 nm.

**Fig. 5.6:** Dependence of the experimentally obtained equivalent film thickness, $h_w$, on NaCl concentration for constant AOS concentrations of (●) $c_{\text{AOS}} = 0.01 \text{ wt\%} \left(3.0 \times 10^{-4} \text{ M}\right)$ and (▲) $c_{\text{AOS}} = 0.30 \text{ wt\%} \left(9.5 \times 10^{-3} \text{ M}\right)$ at a constant temperature of $T = 25^\circ \text{C}$. The concentrations in which the transition from CBF to NBF happens are more clear in the small figure. The solid (—) and dashed (---) lines are only guides for the eyes.

The critical concentration of formation of NBF is similar to that reported for other ionic surfactant like the classical sodium dodecylsulphate (SDS) which is 0.25 M of NaCl [30,31], but it is much higher than that reported for some non-ionic surfactants. For example it is 0.05 M NaCl for β-dodecyl maltoside [32]. The transition concentration of NaCl above which only NBF are formed is higher in the case of the lower surfactant concentration ($c_{\text{AOS}} = 0.30 \text{ wt\%}$). This is a result of the contribution of the surfactant ions and counter ions to the total electrolyte concentration of the solutions.

The dependence of the thickness of the foam films on the AOS concentration was also investigated at fixed NaCl concentration of $c_{\text{NaCl}}$=0.50 M. The equivalent film thickness remained the same (with the average value of 5.1 nm) for all surfactant concentrations above $c_{\text{AOS}}=0.003 \text{ wt\%} \left(9.5 \times 10^{-3} \text{ M}\right)$. Formation of stable films below this concentration was not possible.
Table 5.2: Foam film thickness, $h_1$, and the thickness of the aqueous core, $h_2$, as a function of the NaCl concentration for films prepared from AOS solutions with concentrations $c_{AOS}=0.01$ wt.% ($3.0\times10^{-4}$ M) and $c_{AOS}=0.30$ wt.% ($9.5\times10^{-3}$ M). The thicknesses were calculated from the experimentally obtained $h_w$ using Eq. 5.2.

<table>
<thead>
<tr>
<th>$c_{NaCl}$ [M]</th>
<th>$C_{NaCl} = 0.01$ wt.% ($3.0\times10^{-4}$ M)</th>
<th>$C_{NaCl} = 0.30$ wt.% ($9.5\times10^{-3}$ M)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$h$ [nm]</td>
<td>$H_2$ [nm]</td>
</tr>
<tr>
<td>0.0005</td>
<td>43.8</td>
<td>40.2</td>
</tr>
<tr>
<td>0.001</td>
<td>51.5</td>
<td>47.9</td>
</tr>
<tr>
<td>0.005</td>
<td>32.9</td>
<td>29.3</td>
</tr>
<tr>
<td>0.01</td>
<td>26.3</td>
<td>22.7</td>
</tr>
<tr>
<td>0.05</td>
<td>15.3</td>
<td>11.7</td>
</tr>
<tr>
<td>0.10</td>
<td>11.1</td>
<td>7.4</td>
</tr>
<tr>
<td>0.20</td>
<td>10.3</td>
<td>6.7</td>
</tr>
<tr>
<td>0.25</td>
<td>8.4</td>
<td>4.8</td>
</tr>
<tr>
<td>0.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>7.9</td>
<td>4.3</td>
</tr>
<tr>
<td>0.40</td>
<td>5.1</td>
<td>1.5</td>
</tr>
<tr>
<td>0.50</td>
<td>5.0</td>
<td>1.4</td>
</tr>
<tr>
<td>0.75</td>
<td>5.0</td>
<td>1.4</td>
</tr>
<tr>
<td>0.90</td>
<td>5.0</td>
<td>1.4</td>
</tr>
</tbody>
</table>

The contact angle, $\theta$, was measured for two surfactant concentration while the NaCl concentration was varied between 0.2 M and 0.7 M. The results are shown in Fig. 5.7. For CBFs the contact angle is less than $\theta < 1^\circ$. It increases with increasing NaCl concentration for both cases until it faces a jump. This jump is usually accepted as an indication of formation of NBFs [2, 22, 33]. The jump is between $c_{NaCl} = 0.35$ M and $c_{NaCl} = 0.40$ M for $c_{AOS}=0.01$ wt% and between $c_{NaCl} = 0.30$ M and $c_{NaCl} = 0.35$ M for $c_{AOS}=0.30$ wt% which proves the transition from CBF to NBF. After the well pronounced jump in the curves, the contact angle increases slower further. This indicates changes in the interactions between the film surfaces even after the formation of the NBF. It might be attributed to a further decrease in the electrostatic component of the disjoining pressure in this range of salt concentrations as already shown for films prepared from sodium dodecylsulphate (SDS) in presence of NaCl [30].

When the two film surfaces approach each other the surface forces cause appearance of a disjoining pressure ($\Pi$) in the film [30]. It is related to the film tension $\gamma^f$ (see Fig. 5.2) by
Fig. 5.7: Dependence of the experimentally obtained contact angle between the film forming solution and the film meniscus, $\theta$, on NaCl concentration for constant AOS concentrations of (●) $c_{AOS}=0.01\,\text{wt.}\%\left(3\times10^{-4}\,\text{M}\right)$ and (▲) $c_{AOS}=0.3\,\text{wt.}\%\left(9.5\times10^{-3}\right)$. The temperature is constant ($T=25^\circ\text{C}$). The solid (−) and dashed (---) arrows are only guides for the eyes and show the jump in contact angle.

The free energy of film formation, $\Delta g^f$, provides useful information for studying the interaction forces in the films [33]. Usually, the term $\Pi h$ is some orders of magnitude smaller that $\Delta g^f$ and can be neglected. The forces balance in lateral direction at the line of intersection (see Fig. 5.2) requires that

$$2\sigma \cos \theta = \gamma^f$$  \hspace{1cm} (5.10)

Combining Eqs. (5.9) and (5.10) one obtains the following equation which relates $\Delta g^f$ to the easy accessible experimentally contact angle

$$\Delta g^f = 2\sigma \left(\cos \theta - 1\right)$$  \hspace{1cm} (5.11)

The dependence of $\Delta g^f$ on the NaCl concentration is presented in Table 5.3. The free energy of film formation has small value at low electrolyte concentrations. It increases sharply at a certain NaCl concentration. Similar to the contact angle behavior the jump is between $c_{NaCl}=0.35\,\text{M}$ and $c_{NaCl}=0.40\,\text{M}$ for $c_{AOS}=0.01\,\text{wt}\%$ and between $c_{NaCl}=0.35\,\text{M}$ and $c_{NaCl}=0.30\,\text{M}$ for $c_{AOS}=0.3\,\text{wt}\%$. The increase in the absolute value of $\Delta g^f$ emphasizes the fact that with increasing electrolyte concentration the contribution of the electrostatic repulsive forces ($\Pi_{EL}$) to the total film interaction free energy decreases and the formation of NBF from the initially
formed CBF is energetically favorable process. The values of the specific interaction free energies are lower compared to that of films prepared from SDS. For example, it is \(-0.9 \text{ mJ/m}^2\) at \(0.5 \text{ M NaCl}\) in the film formed from SDS compared to ca. \(-0.20 \text{ mJ/m}^2\) depending on the surfactant concentration in the case of AOS stabilized films. This comparison shows that formation of NBF stabilized with SDS is energetically favorable than in the case of AOS stabilized films.

**Table 5.3:** Values of the contact angle, \(\theta\), the surface tension, \(\sigma\) and the specific interaction film free energy, \(\Delta g_f\) as a function of NaCl concentration for two surfactant concentrations

<table>
<thead>
<tr>
<th>(c_{NaCl}) [M]</th>
<th>(c_{AOS} = 0.01 \text{ wt% (3.0×10}^{-4} \text{ M)})</th>
<th>(c_{AOS} = 0.30 \text{ wt% (9.5×10}^{-3} \text{ M)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\theta) [deg]</td>
<td>(\sigma) [mN/m]</td>
<td>(\Delta g_f) [mJ/m(^2)]</td>
</tr>
<tr>
<td>0.20</td>
<td>0.5</td>
<td>27.5</td>
</tr>
<tr>
<td>0.25</td>
<td>0.6</td>
<td>28.5</td>
</tr>
<tr>
<td>0.30</td>
<td>0.7</td>
<td>28.6</td>
</tr>
<tr>
<td>0.35</td>
<td>3.1</td>
<td>28.8</td>
</tr>
<tr>
<td>0.40</td>
<td>4.0</td>
<td>28.6</td>
</tr>
<tr>
<td>0.50</td>
<td>4.7</td>
<td>27.5</td>
</tr>
<tr>
<td>0.70</td>
<td>6.0</td>
<td>28.4</td>
</tr>
</tbody>
</table>

### 5.4. CONCLUSIONS

We calculated the adsorption of AOS surfactant at air/water interface using the surface tension data. It was shown that, except for the solution without salt, the addition of salt does not alter the adsorption \(\Gamma_s\). Moreover, we studied the properties of foam films stabilized by AOS. It was observed that the films are not stable when \(c_{AOS} < 0.03 \text{ wt\%}\) at a fixed concentration of \(c_{NaCl} = 0.50 \text{ M}\). The film thickness and contact angle, which is formed at the transition between the film and the bulk solution, were measured as a function of NaCl and surfactant concentration. The thickness of the films remains constant for a concentration range of \(c_{AOS} > 0.03 \text{ wt\%}\) at a fixed concentration of \(c_{NaCl} = 0.50 \text{ M}\). However, the film thickness decreases with addition of NaCl due to the screening of the repulsive forces. The concentrations in which the NBFs are formed were also determined. Measurements of contact angle were used to calculate the free energy, \(\Delta g_f\), of film formation. The results show that \(\Delta g_f\) changes even when the conditions for the formation of NBF with constant thickness are achieved. This implies that the formation of NBF is not a state which ensures the minimum in the film energy.

### 5.5. REFERENCES

Chapter 6

GAS PERMEABILITY OF FOAM FILMS STABILIZED WITH AOS

ABSTRACT
The mass transfer of gas through foam films is important in various industrial and biological processes. The aim of this chapter is to give a perspective and critical overview of studies carried out to date on the mass transfer of gas through foam films. A comprehensive overview of the theoretical models used to explain the observed effects is given. A detailed description of the processes that occur when a gas molecule passes through each layer that forms a foam film is shown. Moreover, the measured gas permeability coefficient, \( k \) (cm/s), of foam films stabilized by an alpha olefin sulfonate (AOS) surfactant is reported as a function of the electrolyte (NaCl) concentration, surfactant concentration and the temperature. The addition of salt to the film forming solution leads to decrease of the film thickness which was complemented by an increase of \( k \) up to a certain value. Above that critical salt concentration, the film thickness and its gas permeability coefficient both decrease. We explain this effect as a result of interplay of the film thickness and the adsorption monolayer permeability for the permeability of the whole film, i.e. the thermodynamic state of the film. The classical theories which explain the process were applied. Furthermore, the gas permeability of the film showed an unexpected increase at surfactant concentrations well above the CMC.

Keywords: Foam film, AOS surfactant, Gas permeability, Monolayer, Adsorption, Electrolyte concentration, Disjoining pressure

6.1. INTRODUCTION

From thermodynamics point of view foams are unstable systems which evolve with time via coarsening, drainage and lamellae rupture. The long-term stability of foam is a result of the stability of the thin liquid films. One factor for the long-term stability of foam is the gas permeability of the foam films [1-3]. The measurement of the gas permeability of the foam films gives valuable information about the stability and lifetime of the foams. The permeation of gas through foam films is a matter of interest in many physical, chemical, and biological studies, as well as in many technological applications. Examples include gas separation processes [4-8], chemical sensing [9-12], medical research- (breathing) [13-15], stabilization of ultrasonic contrast agents for medical diagnostics [16,17], cosmetics (stabilization of foams against coarseness) [18], and petroleum engineering, where for instance, gas bubbles arise as the pressure decreases below the bubble point during the production of (highly) viscous and dense oils, and inter-bubble diffusion gives rise to the coalescence of the gas bubbles, which is undesirable [19,20], etc.

Foam in porous media is indeed made up of gas bubbles that are separated by thin liquid films, i.e., lamellae which span across pores. To maintain foam flow in a porous medium a high pressure gradient is required. Therefore, when the pressure gradient is not high enough to keep lamella moving, the lamella become trapped in the pores and gas flow is blocked. While the fraction of the trapped gas depends on many parameters including type of gas and porous media, experimental measurements reveal that the fraction of the gas that is not flowing during foam flow may vary between 0.60 and 0.95 [21,22]. In this case gas transport through the system is limited to diffusion through the foam films [22-24]. These processes show how important is the detailed knowledge of the foam properties for precise tuning of different processes. Moreover, as we will discuss in the next chapters, the nature of gas affects the foam behavior is porous media, e.g. CO$_2$ foam builds up lower pressure gradient along the porous medium compared to N$_2$. The difference in diffusion rates of gases through foam films can be used to explain the differences.

The transfer of gases through a foam film depends on the gas permeability of the two surfactant monolayers, which build the film and the central aqueous core (Fig. 5.1). The first part of this chapter focuses on detailed description of the processes that occur when a gas molecule passes through each of the foam film forming layers. A summary of the existing theoretical models used to explain the experimentally observed effects are also given. The permeability of the film-forming surfactant monolayers plays an important role for the whole permeability process. It can be successfully described by the models used to explain the permeability of surfactant monolayers on an aqueous sub phase. For this reason, we briefly discuss the surfactant-induced resistance to the mass transfer of gases through gas-liquid interface and review the theories proposed in the
literature to interpret the experimental observations. After presenting a review of the theories and mechanisms of the permeability of foam films, we report experimental results of the effects of salt and surfactant concentration on the gas permeability of foam films stabilized with AOS.

6.2. GAS PERMEABILITY OF SINGLE SURFACTANT MONOLAYERS

The first studies on gas permeation through foam films were reported in 1924 by Hedestrand [25]. The author undertook repeated efforts to determine the influence of surfactant monolayers on the evaporation rate of water but found no measurable effect. He found no measurable effect; however, his technique was subject to criticism from Adam [26] and Rideal [27]. These authors pointed out that the stagnant air over the water surface might have had a greater effect on the water evaporation than the spread monolayer. In 1925, Rideal [27] modified Hedestrand’s technique [25] and demonstrated for the first time that the presence of a monolayer at the water-air interface retards the water evaporation, although the mechanism of the retardation was not completely clear. Subsequently, in 1927 Langmuir and Langmuir [28] reported the effect of an insoluble monolayer on the evaporation of ethyl ether from saturated solutions in water (5.5%). They observed that the rate of evaporation of ether from the solution in the presence of an insoluble oleic acid monolayer was 10 times lower than the case when no monolayer was present. Moreover, Langmuir and Langmuir [28] proposed for first time the energy barrier theory for the permeation of the water molecules through the layer covered by fatty acids and alcohols. The theory was later modified by Langmuir and Schaefer [29] and has been extensively used since.

The effect of surfactant monolayers on the water evaporation rate has been studied extensively [for example, see Refs. 30-45]. Most of the concepts, which describe the effect of surfactant monolayers on the water evaporation rate, remain the same for the mass transfer rate of other gases into a surfactant solution [46-62]. The common view is that when a surfactant is spread onto a quiescent liquid, the total resistance to the passage of the gas molecules is a sum of a series of three resistances: liquid phase resistance, gas phase resistance, and interfacial resistance, which arises from the adsorption of surfactant molecules to the interface (Fig. 6.1). The retardation of the mass transfer of gas through a gas-liquid interface by addition of surfactant to the liquid phase is often specified as “monolayer resistance” or its reciprocal “monolayer permeability”. The magnitude of the monolayer permeability is related to the molecular structure of the surfactant: the polarity of the hydrophilic group [47,56], the molecular weight of the hydrophilic group and the hydrophobic chain length (number of the CH₂ group) [41,48], temperature [48-50], the monolayer surface pressure [51], and the size of the permeant (gas molecule) [52].
Many experiments support the view that insoluble surfactants impede the mass transfer of gas molecules through the gas-liquid interfaces. Nevertheless, there is a difference between the probable effects of soluble and insoluble surfactants. Relatively little work has been done on the effects of the soluble surfactants on the mass transfer of gas molecules. Some papers even suggest that the soluble surfactants have no measurable resistance on the mass transfer of gas across gas-liquid interfaces [47, 63-67].

Different theories describe the permeability of surfactant monolayers. The main theories are the simple diffusion theory, the energy barrier theory, the density fluctuation theory, and the accessible area theory, which will be discussed subsequently.

**Fig. 6.1:** Surfactant solution: when a surfactant is added to a quiescent liquid there are three main resistances to the mass transfer of gas: the gas phase resistance \( r_G \), the interfacial resistance induced by surfactant molecules \( r_{ml} \), and the resistance in the bulk liquid \( r_L \).

### 6.2.1. Simple diffusion theory

The first simple approach to treat the experimental data is to assume that the monolayer is a homogenous phase with a thickness \( h_{ml} \). The gas molecules diffuse through this thin uniform layer with a diffusion coefficient \( D_{ml} \). According to Fick’s first law, the rate of mass transfer is inversely proportional to the monolayer thickness:

\[
\frac{dN_g}{dt} = -\frac{D_{ml}}{h_{ml}} \Delta C_g = -k_{ml} \Delta C_g
\]

(6.1)

where, \( N_g \) is the number of moles of gas passing across the film per unit area and time \( t \), \( \Delta C_g \) is the difference in the gas concentrations on the both sides of the monolayer, i.e. the driving force for the diffusion process, and \( k_{ml} = D_{ml} / h_{ml} \) (cm/sec) is the permeability coefficient for a monolayer [68,69].
The thickness of the monolayer can be related to the length of hydrocarbon chain of the surfactant molecule by the simple relation of

\[ h_{ml} = a_{hg} + b_{hc} (n_C - 1) \]  \hspace{1cm} (6.2)

Here, \( n_C \) is the number of carbon atoms in a linear hydrocarbon chain of a surfactant molecule. The constant \( a_{hg} \) account for the size of the polar group as well as the terminal methyl group of the alkyl chain. The constant \( b_{hc} \) accounts for the size of a single methylene group in the chain. According to Eqs. (6.1) and (6.2), gas permeability has to be inversely proportional to the length of its hydrocarbon chain, i.e.

\[ k_{ml} = \frac{D_{ml}}{h_{ml}} = f \left( \frac{1}{n_C} \right) \]  \hspace{1cm} (6.3)

Langmuir and Schaefer [29] could explain some of their experimental data, mainly those for gas permeation through thick oil films on water surface, using the above theory based on Fick's law. Nevertheless, several works [29,31] have shown that the relationship between monolayer permeability and the chain length is exponential. This raises doubts about the accuracy of the simple diffusion theory in interpreting the experimental results. Seemingly when the size of permeant gas molecules is comparable to the thickness of the barrier (surfactant monolayer), Fick's law is not adequately accurate. Even more, it was observed that the diffusion coefficient of monolayers differs from that of the bulk material from which the monolayer is prepared [55]. However, Fick's law is a good approximation for thick films [47] and can also be applied to explain the effects of impurities and external additives on liquid surface that enhance the permeability of the monolayers [38].

### 6.2.2. Energy barrier theory

The concept of the existence of an activation energy barrier due to the presence of surfactant monolayers at the gas-liquid interface was first introduced by Langmuir and Langmuir [28] and developed further by Langmuir and Schaefer [29]. Their experimental results showed that gas permeability of a surfactant monolayer is exponentially proportional to the length of the surfactant hydrocarbon chain and inverse of the temperature. Although Archer and La Mer [31] proved that the low permeability coefficients obtained by Langmuir and Langmuir [28] were a result of impurities on the water surface, they confirmed the existence of an energy barrier that opposes the penetration of the gas molecules into the monolayer or some part of it. Consequently, they proposed the following relationship for the coefficient of monolayer gas permeability:
where, $E_a$ is the energy needed to permeate a monolayer, $R_g$ is the universal gas constant, $T$ is the absolute temperature, $\alpha_c$ is the condensation coefficient which accounts for the condensation of water molecules on a monolayer free surface and cannot exceed unity, and $\zeta$ is a constant that depends on the cross-sectional area of the permeant molecule [28]. According to the gas kinetics theory [70], each gas molecule carries a certain amount of energy. When this molecule reaches a surfactant monolayer, it needs space to pass through the monolayer. The gas molecules in the gas phase strike the surfactant molecules in the monolayer. Some of the molecules are reflected back to the gas phase, and only a certain fraction of the molecules that have certain energy can permeate. This activation energy is dependent on the length of the hydrocarbon chain, the surface pressure, the cross-sectional area of the permeant, and some properties intrinsic to the monolayer (phase state, compressibility, free surface area, and polar group) [28, 29, 71-73].

By combining the gas kinetics theory and energy barrier theory, Eq. (6.4) can be modified to

$$k_{ml} = \zeta \alpha_c \exp \left( \frac{E_a}{R_g T} \right)$$

(6.4)

where $\chi$ is a constant and depends on the frequency of collision, $M_g$ is the molecular weight of the gas, $H$ is Henry’s solubility coefficient, and $\Pi_s$ is the surface pressure. Equation (6.5) provides a direct relation between the monolayer permeability and the properties of the permeating gas, and the characteristics of the monolayer.

A modified version of the energy barrier theory was proposed by considering the dependence of the monolayer permeability in terms of the activation free energy, $\Delta G'$ [71,72]. This model formulates the coefficient of monolayer permeability as

$$k_{ml} = \zeta' \exp \left( \frac{\Delta G'}{R_g T} \right)$$

(6.6)

where $\zeta'$ is a constant. The excess Gibbs energy of activation is given by $\Delta G' = \Delta U - T\Delta S + \Pi_s \Delta A$ with $\Delta U$, $\Delta S$ and $\Delta A$ internal energy, entropy, and area of activation, respectively. $\Delta A$ is the area by which the monolayer must expand to form the required space between the surfactant molecules to let the gas molecules pass through. The value of $\Delta A$ decreases as the packing density of the monolayer decreases [72].

6.2.3. Density fluctuation and accessible area theories
A large number of factors influence the energy barrier. For this reason the energy barrier theory proved to be inadequate for giving a unified physical mechanism for the permeability of the monolayers. Blank [74], Blank and Britten [75], and Barnes [35,36] pointed out that the permeation is allowed only when the permeating molecule reaches a hole with a sufficiently large size to pass through, i.e. the permeation process is assumed to be all-or-none. Respectively, the gas permeability is related to the probability, \( P \), of a gas molecule finding such hole in the monolayer. Thus, the monolayer permeability coefficient is defined as

\[
\frac{1}{k_{ml}} = r_{ml} = \left( \frac{1}{\alpha_g Q} \right) \left( \frac{1}{P} - 1 \right)
\]

(6.7)

where, \( Q = \sqrt{R_B T / 2\pi M_g} \) and the condensation coefficient \( \alpha_g \) is the fraction of the gas molecules which can enter the monolayer. Equation (6.7) shows that the permeability of a monolayer can be predicted if the probability of finding a free space in the surfactant monolayer is known.

Blank [74] proposed a "density fluctuation theory" by which he could explain his experimental results. The model was derived in terms of equilibrium properties of the monolayers. Blank [74] and Blank and Britten [75] stated that the free space in the monolayer can arise by three different mechanisms: (i) the natural free area in the lattice; (ii) local fluctuations in the monolayer concentration; and (iii) the kinetic energy of the permeant molecule forcing the monolayer molecules apart.

The probability of a gas molecule finding a free space formed by mechanisms (i) and (ii) is proportional to the entropy change, \( \Delta S \), due to expansion of the monolayer

\[
\Delta S = \int \frac{dE'}{T} - \int \frac{\sigma dA}{T}
\]

(6.8)

where \( E' \) is the enthalpy of monolayer expansion, \( \sigma \) is the surface tension of the bulk surfactant solution, and \( A \) is the area of monolayer. Thus,

\[
P = P_0 \exp \left( -\frac{\sigma \Delta A}{k_B T} \right)
\]

(6.9)

with \( \sigma = fA - Td\sigma /dT \), \( f \) is a constant and is related to the monolayer compressibility, \( k_B \) is the Boltzmann constant, and \( P_0 \) is the probability of the equilibrium (\( \Delta S = 0 \)). In Eq. (6.9), \( \Delta A \) is the local expansion of the area necessary for the gas molecules to pass through.
The density fluctuation model gives reasonable results when dealing with equilibrium properties of the monolayers such as surface pressure (as part of the fluctuation frequency calculation), the diffusion coefficient, and the permeability. However, the model does not provide useful information when dealing with the dynamic properties such as the viscosity of the monolayer and thermal conductivity. The permeability obtained by the density fluctuation model is smaller than the experimental values. It appears that the calculation of the probability for the formation of a hole from the bulk entropy of the expansion of the monolayer [74] underestimates the number of permeable gaps. To get closer values, Bockman [76] suggested using experimental entropy values rather than calculated ones, which makes the model more accurate. There is no explicit allowance for the temperature or the alkyl chain length, and the model does not explain the impurity effects.

The “accessible area theory” [35,36] also calculates the probability of a gas molecule finding a gap between the surfactant molecules. The only difference to the “density fluctuation theory” is that in this theory the gaps exist in the monolayer because of the non-perfect arrangement of the molecules. The sum of areas of the available holes is called accessible area. These holes are formed spontaneously at the surface. According to this theory, the probability for a gas molecule to meet a gap is

\[
P = \frac{A_{\text{ac}}}{A}
\]

where \( A_{\text{ac}} \) is the accessible area and \( A \) is the area of the monolayer. Any decrease in the rate of gas transfer is due to the reduction of the accessible area. A model for the monolayer structure is required in order to predict the accessible area. Barnes et al. [35] proposed a random hard-disk model in which the surfactant molecules are represented by hard disks that are randomly distributed on the liquid surface. Liquid (water) molecules are represented by hard spheres. The interaction energy between a surfactant molecule and a liquid molecule is equal to that between two liquid molecules. However, this model ignores the interaction forces between the surfactant molecules and, as a result, the clumping of the surfactant molecules into closely packed clusters. Gas molecules can permeate through the existing holes, but they cannot form new holes. This model does not include the effect of the hydrocarbon chain length of the surfactants in the gas permeation rate, while experiments show the dependency of the permeability of monolayers to the chain length [28,29]. The absolute value of the calculated permeability by this model is in a satisfactory agreement with the experimental data, and it is remarkably successful in predicting the dependence of the monolayer permeability on the surface density, although it is inaccurate in high concentrations due to the small numbers of holes in the arrays.
In Ref. [36] it was assumed that the surfactant molecules are not randomly distributed and exist in loose hexagonal packing so that the centers of the molecules form a regular hexagonal lattice with areas per molecule larger than the crystallographic values. The holes are formed because of the independent vibrations of the disks about their mean positions. Examining of the calculated values from this model with experimental results reveals that it cannot accurately predict the permeability of monolayers to gas molecules. The model presented in Ref. [35] was more satisfactory, giving more realistic permeation rates.

6.3. GAS PERMEABILITY OF FOAM FILMS

6.3.1. Sandwich model

A single foam film consists of an aqueous core with thickness $h_2$ sandwiched between two adsorbed monolayers of surfactant with the thickness of $h_1$ (Fig. 5.2). The permeability of such a foam films at equilibrium can be calculated by [77,78]

$$k = \frac{DH}{h_2 + 2D/k_{nl}}$$

(6.11)

taking into account the solubility of gas and applying Fick's first law for a homogenous layer, while neglecting the gas resistance on both sides of the film. Here, $k$ is the permeability of the whole foam film to gas, $D$ is the diffusion coefficient of the gas in the liquid phase, $H$ is the Henry’s solubility coefficient, and $k_{nl}$ is the permeability of the monolayer to gas. This equation shows that the permeability of the foam films depends on the thickness of the aqueous layer as well as on the solubility and diffusion of the gas in the aqueous phase. Higher $D$ and $H$ of the bulk liquid results in higher permeation rates, respectively $k$. It appears from Eq. (6.11) that for thick foam films ($2D/k_{nl} \ll h_2$) the rate of permeation is controlled by the liquid layer via $D$ and $H$ ($k = DH/h_2$), while for thin foam films ($2D/k_{nl} \gg h_2$) the permeability of monolayer ($k = HK_{nl}/2$) is the limiting permeability process. Equation (6.11) shows that the total foam film resistance is the sum of the resistance in the liquid core and the resistance of the monolayers. This is similar to the equations proposed in [79, 80] for the permeation of rubber membranes by gases and polymer membranes by water vapor.

Princen et al. [77,78] performed detailed measurements on the gas permeability of foam films, varying concentrations of the surfactant and salt and also the temperature. The authors emphasized that Fick's law is applicable in macroscopic systems and accounts for the transport of gas through soluble monolayers. The sandwich model is adequately accurate for soluble monolayers, and the values calculated by this theory are in good agreement with experimental data, although such a simple model may not be accurate for the permeation of gases through
insoluble monolayers [77]. The authors reported some values for the permeability of various gases through foam films. It was observed that the permeability of monolayers inversely changes with the collision diameter of the gas molecules, a fact that cannot be explained by the simple Fick’s mechanism they proposed.

### 6.3.2. Nucleation theory of fluctuation formation of holes

The sandwich structure model of the film used by Princen and Mason [77] to explain the foam film permeability is not adequate to describe the structure of the very thin Newton Black Films (NBF). These films consist only of two monolayers of adsorbed surfactant molecules and some layers of hydration water. The properties of such films (e.g. electroconductivity [81]) are very different to those of the thicker CBF, which means that the mechanism of their permeability could be different than that of single surfactant monolayers. Several authors [82-84] have mentioned that a possible mechanism of permeability of such surfactant bilayers (NBF) is the existence of microscopically small holes in the bilayer. Nucleation theory of fluctuation formation of holes in the NBF assumes that molecular defects in the adsorbed monolayers exist. They are called vacancies. These vacancies move in the monolayers and aggregate, forming holes with different size $i$ (here $i$ is the number of vacancies which form a single hole). The theory gives relations to calculate the probability for the formation of holes of certain size $i$ [85-87]. The permeability occurs by two regions in the foam bilayers (NBF): (a) hole-free area with a permeability coefficient $k_0$ (coefficient of background permeability) and (b) area which consists of holes with different sizes. The gas flux of holes with size $i$ is given by the permeability coefficient $k_i$. Thus, the permeability of a bilayer is a sum of the permeabilities of each part of the film $k_0$ and $k_i$ by:

$$k = k_0 + \sum_{i=0}^{\infty} k_i$$  \hspace{1cm} (6.12)

where the permeability coefficients are defined as

$$k_0 = \frac{S_0 D_0}{Sh}, \quad k_i = \frac{S_i D_i}{Sh_i}$$  \hspace{1cm} (6.13)

and in these equations $h$ and $S$ are the thickness and total area of a bilayer film, respectively. $S_0 = S - \sum S_i$ is the hole-free area of the film, $S_i$ is the overall area of the holes of size $i$, and $D_0$ and $D_i$ are the diffusion coefficients of the permeant gas through hole free bilayer and holes of size $i$, respectively.

Equation (6.13) is valid only in the case that the permeability obeys Fick’s law. Earlier studies [28, 29, 31, 47] on the permeability of insoluble monolayers and foam films [88] show that this usually
is not obeyed. The permeability is not a linear function of the surfactant chain length, but \( D \) varies with the number of CH\(_2\) groups in the hydrophobic part of the surfactant molecules [29,31]. Thus, it is more suitable to describe the results as permeability rather than as diffusion.

The background permeability of the bilayer could be described by any of the mechanisms of permeability of surfactant monolayers. The problem of finding \( k_i \) and, respectively, \( k \) according to nucleation theory is reduced to that of finding

\[
S_h = \sum_{i=1}^{\infty} S_i
\]

(6.14)

The area \( S_i \) is determined using nucleation theory of hole formation in bilayers [85-87, 89] as

\[
S_i = (iA_f) n_i S
\]

(6.15)

where \( A_f = iA_m / 2 \) (\( A_m \) is the area occupied by a single surfactant molecule) is the effective area of an \( i \)-sized hole. The density of the \( i \)-sized holes in the bilayer \( n_i \left( m^{-2} \right) \) is given by [85, 86]

\[
n_i = \left( \frac{1}{A_m} \right) \exp \left( -\frac{W_i}{k_BT} \right)
\]

(6.16)

where \( W_i \) is the work of the formation of an \( i \)-sized hole in the bilayer. Equation (6.16) is valid when \( n_i \ll (1/A_m) \). The work of formation of an \( i \)-sized hole depends on the surfactant concentration in the solution and is calculated from the thermodynamics of fluctuation formation of holes in the bilayer [85-87]

\[
W_i = -i\Delta \mu + P_i, \quad \Delta \mu = k_BT \ln \left( \frac{C_s}{C_e} \right)
\]

(6.17)

where \( C_s \) is the surfactant concentration, and subscript \( e \) stands for the equilibrium surfactant concentration in the solution. At \( C_s = C_{sc} \) there is no driving force for the formation of large holes in the film. Above this concentration the film is stable with respect to rupture by hole nucleation. Equation (6.17) shows that the work \(-i\Delta \mu\) is gained (\( C_s < C_{sc} \)) or lost (\( C_s > C_{sc} \)) due to clustering of \( i \) single vacancies to form an \( i \)-sized hole, and during this process work \( P_i \) is needed to create the hole periphery. The quantity \( P_i \) can be determined only if the shape of the hole and the interaction energies of the molecules in the bilayer are known [89]. For large enough holes, it can be assumed that \( P_i \) is simply proportional to hole perimeter
\[ P_i = \left(4\pi A_{ef}i\right)^{1/2} \gamma \]  

(6.18)

where \( \gamma \) (J/m) is the specific free energy of the hole edge. Combining Eqs. (6.12)-(6.18) provides the following expression for the bilayer film permeability

\[ k = \frac{D_0}{h} + A_{ef} \sum_{i=1}^{\infty} iD_i n_i \]  

(6.19)

Equation (6.19) states that the permeation of the gas through the holes of size \( i \) depends on the hole density \( n_i \). The possibility of the formation of large holes in the bilayer is small, and their density is low. Therefore, the main contribution to the film permeability will be due to the existence of a large number of sufficiently small holes. From Eqs. (6.16), (6.17), and (6.19) an equation is obtained, which expresses the relation between surfactant concentration and foam film permeability

\[ k = k_0 + \sum_{i=1}^{\infty} \varepsilon_i \left( \frac{1}{C_s} \right)^i \]  

(6.20)

where,

\[ \varepsilon_i = \left( \frac{A_{ef}}{A_{m} h} \right) iD_i C_{se}^i \exp \left( -\frac{P_i}{k_B T} \right) \]  

(6.21)

Physically \( \varepsilon \) is the permeability coefficient of certain holes of the bilayer at \( C_s = C_{se} \). It can be obtained as a fitting parameter of the experimental data.

Equation (6.20) shows that the foam film permeability increases with decreasing surfactant concentration because the required work for formation of a hole decreases. When the concentration of surfactant increases, the density of holes decreases, and the required work for the formation of a hole increases. As a result, permeability of the gases through the bilayer decreases. The permeability of the bilayers decreases with the increase of surfactant concentration until it reaches its minimum value, i.e., \( k_0 \). After this, minimum permeability of the foam film is independent of surfactant concentration and remains constant. Furthermore, Eq. (6.20) implies that the dependence of foam film permeability on temperature is not a simple Arrhenius dependence. The nucleation theory of fluctuation formation of holes in foam bilayers also explains the stability of the NBF. It shows that there is a range of surfactant concentrations where the film is in metastable equilibrium. In this range the film is stable and permeable even though some holes are formed, which can rupture the film [86]. This can be seen from Fig. 6.2.
6.3.3. Freely standing film diffusion theory

Nguyen et al. [19, 20] studied a special case of interest, e.g. a train of foam films in a matrix. They developed a “freely standing film diffusion” model to investigate the resistance of one or more films to the mass transfer in this case. The model allows experiments on vapor components, extending the range of investigated gases. This mechanistic model relates the effective gas diffusivity to foam film density (number of foam films per unit of length) and permeability, which itself is a complex function of electrolyte concentration, gas solubility, surfactant concentration, and temperature.

In the presence of $n_f$ intervening foam films with the equal thickness of $h$, the one dimensional gas space is separated to $n_f + 1$ sections (Fig. 6.3). The gas flux will be reduced as a result of film resistance $1 / k_{eff}$ with $k_{eff}$ being the effective coefficient of the gas transfer across $n_f$ films. The whole system is assumed to have an effective diffusion of $D_{eff}$. The difference between $D_{eff}$ and

Fig. 6.2: Bilayer permeability: the shaded area shows the area in which the bilayer is permeable to gases. $\gamma$ is the hole specific edge energy [86].

Fig. 6.3: Schematic of a train of foam films with the equal thickness of $h$ in cylinder with the length of $L$. In the presence of $n_f$ intervening foam films the 1-D gas space is separated to $n_f+1$ sections.
the diffusion coefficient of the gas in the gaseous mixture, $D_g$, is the measure of the film resistance. The effective resistance mass transfer coefficient of the gas $k_{\text{eff}}$ through $n_f$ foam films of thickness $h$ in a cylinder with a length $L$ can be written as

$$\frac{1}{k_{\text{eff}}} = \left(\frac{L - n_f h}{D_g}\right) + \frac{n_f H}{k},$$

(6.22)

where $H$ is the Henry’s coefficient of gas solubility in the aqueous core of the film. Equation (6.22) is obtained under steady-state condition, assuming that the mass transfer rate is linearly proportional to the driving force and the equilibrium relationship is a straight line. Assuming that the permeability of a single film follows the sandwich model, its permeability coefficient, $k$, is defined as

$$\frac{1}{k} = \frac{2}{k_{\text{ml}}} + \frac{1}{k_w},$$

(6.23)

where $k_w$ is the background mass transfer coefficient in the bulk. When the film thickness is much smaller than the length of the cylinder, Eq. (6.22) reads

$$\frac{L}{D_{\text{eff}}} = \frac{1}{k_{\text{eff}}} = \frac{1}{k_g} + n_f H \left(\frac{1}{k}\right) \quad \text{for} \quad h \ll L$$

(6.24)

where, $k_g = D_g / L$ is the mass transfer coefficient of the investigated gas in the gaseous mixture. Since the film thickness $h$ is neglected in Eq. (6.24), the quantity $k$ reduces to the permeability of a bilayer film (respectively Eq. (6.23) reduces to $1/k = 2/k_{\text{ml}}$ and is determined from the adsorption density of the surfactant molecules at the film interfaces.

Nguyen et al. [19, 20] assumed that the state of unsaturated monolayers varies considerably with the dynamic adsorption behavior of the surfactant, which depends in turn on the presence of electrolytes in the solution. As a result, similar to the monolayer permeability, the permeability of a foam film to gas is also dependent on the surface coverage of the surfactant or adsorption density.

The adsorption density, $\theta$, is defined as the ratio of the equilibrium density, $n_{eq}$, to the closed packed density, $n_0$, of the surfactant molecules at the interface, provided that the effective area per molecule of the surfactant, $A_n$, is constant. However, it is well known that the effective area per molecule of surfactant in the interface varies significantly with surface pressure and decreases with the increasing $\theta$ [90]. The authors proposed the following form of the effective fraction of
the occupied sites: $\theta$ to the power of $1/(\lambda - 2\theta)$ where $\lambda (= 4)$ shows the maximum change in
the effective area per surfactant molecule with varying surfactant concentration. Therefore, from
the kinetics theory, the overall penetration rate of gas molecules across this interface can be
written as

$$k = \left(1 - \theta^{\frac{1}{\lambda - 2\theta}}\right)^2 Fe ^{\left(-E_w/R_B T\right)} \left(\theta^{\frac{1}{\lambda - 2\theta}}\right) Fe ^{\left(-E_f/R_B T\right)}$$

(6.25)

where,

$$F = \frac{H}{\sqrt{2\pi MR_B T}}$$

(6.26)

and,

$$H = H_0 e^{\left(\frac{-\Delta H}{R_B} \left(\frac{1}{T} - \frac{1}{T_0}\right)\right)}$$

(6.27)

$E_f$ and $E_w$ are respectively the penetration activation energies across the occupied and
unoccupied sites, and $\Delta H$ is the enthalpy of the solution. The power two of the unoccupied sites
in Eq. (6.25) considers both of the film surfaces. However, depending on the overlapping
structure of the two monolayers, a power other than 2 can be also taken. This number should be
lower for sufficient thick films and vice versa. The fraction of occupied sites can be obtained by a
Langmuir type of adsorption equation [91]

$$\theta = \frac{(B / n_0) C_x e^{\left(E_a/R_B T\right)}}{1 + (B / n_0) C_x e^{\left(E_f/R_B T\right)}}$$

(6.28)

where, $E_a = \frac{521n_{bc}}{N_A} + 12 \times 10^{-4} n_{bc} n_0^{0.5} - z e \psi_0$

In these equations $C_x$ is the surfactant concentration, $E_a$ is the desorption activation energy, $B$ is
the adsorption-desorption equilibrium constant, $n_0$ is the closed-packed adsorption density, and $z$ and $e$ are the valence number and electric charges, respectively. $\psi_0$ is the Gouy potential and is
expressed as a function of electrolyte concentration, temperature, and effective area per
surfactant molecule [90]. This model is capable of explaining the effect of surfactant
concentration, the length of hydrocarbon chains, as well as the effect of temperature and
electrolyte concentration.
6.4. EXPERIMENTAL

6.4.1. Principle and set-up

Gas Permeability: We used diminishing bubble method [92-94] to measure the film permeability. In this method a bubble with the radius of $R$ is blown on the surface of the solution with a fine capillary tube. On the top of the bubble a foam film with the radius of $r$ is formed (Fig. 6.4). Due to the difference between inside and outside pressures of the bubble (capillary pressure) the gas molecules permeate through the film and the bubble, and respectively the film, shrink. We assume that the liquid is fully saturated with the gas at the start and therefore the rate of the bubble shrinkage is only related to the outward diffusion of gas molecules through the film. Thus the driving force, i.e. $\Delta C_g$ in Eq. (6.1), is provided by

$$\Delta C_g = \frac{1}{R_B T} \frac{2\sigma}{R}$$

where, $\sigma$ is the surface tension of the bulk solution, $R$ is the radius of the bubble and $R_B$ and $T$ are universal gas constant and temperature respectively. Assuming that the gas inside the bubble is an ideal gas the following expression is obtained to calculate the gas permeability coefficient (for derivation see Appendix C)
\[ k = \frac{P_{\text{atm}} \left( R_i^4 - R_f^4 \right) + \frac{8}{9} \left( R_i^3 - R_f^3 \right)}{2\sigma} \int_0^t r^2(t) \, dt \]  

(6.30)

In this equation \( r \) is the radius of the formed film and \( R_0 \) and \( R_t \) are the bubble radii at the beginning \( (t = 0) \) and at the end of experiment \( (t = t) \) respectively. Two microscopes, one from top and the other from the bottom, are used to monitor the changes in bubble radius and film radius. These microscopes are connected to digital cameras. The obtained images are recorded with a video which is connected to a monitor. The temperature of the cell is kept constant with an accuracy of ±0.1°C.

The denominator of Eq. (6.30) is solved numerically from the experimental \( r(t) \) dependence. An example of such dependence is shown in Fig. 6.5. The experimental resolution of the technique is ±0.002 cm/s. The experiments were performed at constant temperature controlled with a precision of ± 0.1°C. All presented K values are arithmetical mean values from more than 10 single experiments. The standard deviations of the mean values are presented as error bars in the figures. The permeating gas was always air.

6.3.2. Materials

The same materials explained in Chapter 5 were used to perform the experiments, i.e., AOS as surfactant, NaCl as electrolyte and deionized water with pH of 5.5.

![Graph](image_url)

**Fig. 6.5:** Experimental dependence of the radius of the film \( r \) on the time \( t \). The gas pressure in the bubble is higher because of the capillary pressure. This causes permeation of gas through the thin foam film and \( r \) decrease with time. Such sets of data were used to calculate numerically the denominator in Eq. 6.30.
6.4. RESULTS AND DISCUSSION

6.4.1. Effect of NaCl concentration

The film permeability is strongly dependent upon the film thickness (see Eq. 6.11). The film thickness can be precisely tuned by changing the concentration of electrolyte in the surfactant solution according to the predictions of the classical DLVO theory. The gas permeability of the films was measured in large range of electrolyte (NaCl) concentrations. Two AOS surfactant concentrations were used to stabilize the films – $3.0 \times 10^{-4} M$ and $9.5 \times 10^{-3} M$, one below and the other above the CMC of the salt-free solution. The NaCl concentration was varied from $0 M$ (salt free solution) to $0.50 M$. As was shown in Chapter 5, in this range of electrolyte and surfactant concentrations the foam film thickness varies from ca. 50 nm (CBF) down to 5.0 nm (NBF). The dependence of the film permeability on the NaCl concentration is shown in Fig. 6.6. The results show sharp increase of the film permeability $k$ with increase of the salt concentration up to a certain point followed by a decrease in $k$. This result is similar to that already observed for films stabilized with sodium dodecyl sulfate (SDS). The film thickness was varied in these earlier experiments either by changing the NaCl concentration [89] or by applying additional pressure on the film surfaces [92].

![Fig. 6.6: Film permeability as a function of the NaCl concentration. Films were prepared from AOS surfactant solutions with concentrations: • - $3.0 \times 10^{-4} M$ (0.0 1 wt%) and △ - $9.5 \times 10^{-3} M$ (0.3 wt%).](image)

The increase of the NaCl concentration in the surfactant solution has a dual effect. Firstly, it suppresses the repulsive electrostatic double-layer component of the disjoining pressure in the film, and the film thickness decreases [95,96]. The film permeability has to increase with decreasing film thickness according to Eq. 6.11. The dependence of the film permeability on the film thickness is shown in Fig. 6.7. The figure shows that indeed the film permeability slightly increases when the film thickness decreases up to a thickness of 15 nm, where CBFs start to form. In this range of thicknesses, the gas permeability of the films is governed by the permeability of
the central aqueous layer of the film. After that point the gas permeability strongly decreases, most probably because the permeability of the surfactant adsorbed monolayers controls the permeability rate of the whole film.

Secondly, the salt concentration influences the adsorption of the surfactant (in the case of ionic surfactants) due to the screening of the electrostatic repulsion between the adsorbed ions. Generally, the surfactant adsorption has to increase when the salt concentration increases. Higher adsorption at the film surfaces has to decrease the film permeability, as predicted from different theories of the permeability of gas molecules through layers of surfactant molecules.

The data of adsorption of the molecules of AOS on the surface of a bulk solution at different NaCl concentrations were presented in Chapter 5. As pointed out, for solutions of a single ionic surfactant with inorganic electrolyte the measurements of surface tension vs. $c^*$ at different electrolyte concentrations fall on a master curve. The mean ionic activity is defined as $c^* = \gamma^\pm \left(c_{AOS} \left( c_{AOS} + c_{NaCl} \right) \right)^{1/2}$ with $\gamma^\pm$ being the mean ionic activity coefficient and, $c_{AOS}$ and $c_{NaCl}$ – surfactant and salt concentrations. This implies that at a given mean ionic activity the surfactant adsorption is independent of electrolyte concentration, i.e. the ionic atmosphere contribution to the surface pressure is negligible. This was confirmed in Chapter 5 for the case of AOS surfactant and in Ref. [97] for the case of SDS surfactant.

The adsorption, $\Gamma_s$, continuously increases with the addition of either salt or surfactant by changing $c^*$. However, precisely in this range of surfactant and NaCl concentration the film permeability increases first of then sharply decreases. One has to remember that the surface tension of the solutions changes only up to point of the CMC, which changes with the addition of salt. The higher surfactant concentration we used ($9.5 \times 10^{-3} M$ ($0.30 \text{ wt%}$)) is always well above the CMC of AOS independent of the salt concentration of the solution. The lower surfactant concentration ($3.0 \times 10^{-4} M$ ($0.01 \text{ wt%}$)) is above CMC for the higher salt concentration of 0.5 $M$ NaCl and below CMC for the lower salt concentration of 0.05 $M$ NaCl. These data allowed the surfactant adsorption to be estimated using the surface tension and adsorption data presented in Chapter 5. The $c^*$ varies between $4.3 \times 10^{-3}$ and $1.5 \times 10^{-2} M$ and respectively the adsorption varies with less than 10% from $4.8 \times 10^{-6}$ to $5.2 \times 10^{-6} \text{ mole/m}^2$ (see Fig. 6.5). This minor increase in the surfactant adsorption cannot explain the two-fold decrease of the gas permeability of the films at high salt concentration. This could mean that the change in the surfactant adsorption at the film surfaces with the increase of the surfactant concentration is different than that at the surface of a bulk solution of AOS.
An alternative explanation of the sharp decrease of the gas permeability of the films was given in Ref. [98]. It has been shown that the gas permeability is influenced by an increasing adsorption density of the surfactant at the film surfaces, if the free energy of film formation becomes negative with increasing salt concentration. This quantitatively explains the remarkable finding that the film permeability decreases with decreasing thickness. The monolayer permeability which governs the permeability through very thin films depends on the area in the monolayers accessible for gas molecules to go through. This area can be described by the number of unoccupied sites in the adsorption layer. At the transition to the Newton black film this number and therefore the accessible area decrease significantly due to the effect of the film interaction on the state of the monolayers. The proposed mechanism describes the variation of film permeability at the CBF to NBF transition. Indeed the transition in the gas permeability occurs at salt concentrations of ca. 0.05 M which is lower than that estimated to be defined as critical for the transition from CBF to NBF ($c_{NaCl} = 0.35$ to $0.40$ M). Similar effect was also observed in Ref. [92] and might be explained by the assumption that the strong attractive interaction between the film surfaces can change the surfactant adsorption at the film surfaces even before the transition from CBF to NBF.
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**Fig. 6.7:** Film permeability as a function of the film thickness. The film permeability values are the same as in Fig. 3. The thickness is taken from Ref. [30]. Films were prepared from AOS surfactant solutions with concentrations: • - $3.0 \times 10^{-4}$ M (0.01 wt%) and △ - $9.5 \times 10^{-3}$ M (0.3 wt%).

### 6.4.2. Effect of surfactant concentration

The film permeability coefficients were measured for different AOS concentrations at a constant NaCl concentration of $c_{NaCl}=0.50$ M. The dependence of foam film permeability on AOS concentration is presented in Fig. 6.8. The temperature remained constant during the experiments ($T=24$ °C). Newton black films with the equilibrium thickness of ca. 5 nm are formed at this NaCl concentration (Chapter 5). The surfactant concentration was changed from $9.5 \times 10^{-5}$
to $1.3 \times 10^{-2} M$. The entire studied range of concentrations was above the CMC, which is $1.3 \times 10^{-4} M$ at the conditions of the experiment, since formation of stable films was not possible below the CMC. This is most likely due to the fact that the adsorption surfactant monolayers are not saturated below the CMC [95]. Another reason might be existence of impurities in the surfactant solution, which was confirmed by the appearance of a minimum in the surface tension vs. surfactant concentration curves in Chapter 5.

Figure 6.8 shows that the permeability of film remains constant for concentrations above CMC similar to other experiments with different surfactants [89,94] and predicted theoretically as explained previously. However, above a certain AOS concentration ($3.0 \times 10^{-3} M$) the film permeability increases with increasing surfactant concentration.

This observation contradicts the previous theoretical predictions and experimental observations. The mechanism of this effect is not known. One can speculate and propose different mechanisms to explain the experimental observation. In general, the micelles can change the properties of either the adsorbed surfactant monolayers or the aqueous layer or the whole films.
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**Fig. 6.8:** Gas permeability of foam films on AOS concentration at a constant NaCl concentration of $c_{NaCl}=0.50$ M and constant temperature of $T=24$ °C. At these conditions only NBF are formed. The points are experimentally determined values. The solid line is only a guide for the eye.

As an explanation for the observed phenomenon few possible mechanisms could be considered. The solubility of air in the bulk solution increases when the surfactant concentration increases, similar to the observation reported for SDS solutions [99,100]. Therefore, some part of the gas diffuses into the bulk to satisfy the enhanced solubility. This explanation is, however, unlikely
because the solutions were made at least one day prior to the experiments and left at least for 24 hours for gas saturation.

The films which we studied are very thin NBF. In general they have to only consist of two surfactant layers separated by few layers of hydration water. However, at high surfactant concentrations when the concentration of micelles in the film forming solution is high some micelles could be captured in the film during the thinning process. Similar behavior was already observed and reported in the literature [101]. The existences of such captured micelles can change the properties of the films and their permeability. We have no direct observation of such effects in our films because the film thickness was measured at much lower surfactant concentrations. Even though, we believe that presence of micelles in the NBF at very high surfactant concentration might be possible and can explain the increased permeability.

The nucleation theory of formation of holes in the NBF [89,95] postulates that gas permeability occurs through small holes, which consist of molecular vacancies in the film [95]. The formation of these holes depends on the work used for their formation. One of the important contributions to this work is the linear energy at the line that separates the hole from the non-defect film. If this line binds to a micelle attached to the film surface, the linear energy might be decreased, thus increasing the probability of formation of a hole in the film. This will increase the rate of the permeability through the film [86].

Another hypothesis could be that the micelles captured in the film enhance its permeability similar to mechanisms presented in several recent studies which have reported that presence of micelles enhances the mass transfer between emulsion droplets. According to the hypothesis micelles facilitate mass transfer by acting as carriers of oil molecules [102,103]. Therefore it is possible that micelles act as carriers of gas molecules, thus increasing the permeability of foam films.

6.4.3. Effect of temperature

To investigate the effect of temperature gas permeability coefficient of AOS films was measured in the temperature range from 22-32 °C at a constant AOS concentration of $c_{\text{AOS}}=3.2\times10^{-4}$ M and a constant NaCl concentration of $c_{\text{NaCl}}=0.50$ M. In the whole range of temperatures NBFs were formed. The results are presented in Fig. 6.9.

The foam film permeability increases with increasing temperature. According to the gas kinetics theory, with increasing temperature the average energy of the gas molecules and the collision frequency of the gas molecules with the surfactant molecules at the interface increase. Therefore,
the number of the gas molecules that can overcome the energy barrier and pass through the film increases. The energy barrier theory relates the film permeability to temperature by Eq. (6.4). Using Arrhenius coordinate $\Delta E$ was calculated to be $\Delta E = 35.5 \text{ kJ/mol}$ in the case of the NBF stabilized with AOS. This energy is different than that estimated for NBF formed from other surfactant solutions [88, 94, 104, 105] some of them with film permeability similar to that of AOS. Obviously, the pre-exponential factor plays an important role describing the temperature dependence of the gas permeability of the foam films.

![Graph showing dependence of film permeability on temperature](image)

**Fig. 6.9:** Dependence of the film permeability on the temperature for Newton Black Films from $3.2 \times 10^{-4}$ M AOS in presence of 0.5 M NaCl.

### 6.5. CONCLUSIONS

We studied the gas permeability of foam films stabilized with $(C_{14}-C_{16})$-alpha olefin sulfonate (AOS) to air. According to the film permeability model of Princen and Mason [77] the permeation process depends on the permeability and thickness of the film aqueous core and the permeability of the surfactant adsorption layers which form the film. Varying the film thickness by changing the electrostatic double layer repulsion in the film we changed the contribution of these different components to the whole permeability of the films. We observed that the gas permeability of the films increases when the film thickness decreases until certain value. The film permeability coefficient sharply decreases after that critical value. We conclude that after that critical point the film permeability is governed by the monolayer permeability, respectively the adsorption density of the surfactant monolayers. The decrease of the $k$ after this point can be explained by decreased permeability of the monolayers. This might be a result of increased adsorption upon increase of the electrolyte concentration most probably because of the stronger interactions between the film surfaces. The film permeability shows an unexpected increase at high surfactant concentrations well above the CMC. We hypothesize that this is a result of faster gas transport via the aqueous film core facilitated by the micelles. Experiments at different temperatures allowed the energy of
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the permeability process to be estimated using the simple energy barrier theory. Comparison with other similar systems shows that the pre-exponential factor in the theoretical description also plays an important role for the whole gas permeability.
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Foam in Porous Media
ABSTRACT
An experimental study of the motion of CO$_2$ and N$_2$ foams in granular porous media using X-ray Computed Tomography is reported. In the experiments gas is forced through natural porous media initially saturated with a surfactant solution, a process known as surfactant-alternating-gas or SAG. The CO$_2$ was either under sub- or super-critical conditions whereas N$_2$ remained under subcritical conditions at all experimental conditions. We found injection of gas following a slug of surfactant can considerably reduce gas mobility and promote higher liquid recovery at the experimental conditions investigated. Foaming of CO$_2$ builds-up a lower pressure drop over the core at both low and high pressures than N$_2$. Both gases require a certain penetration depth to develop into foam. The space is longer for N$_2$ (large entrance effect) and increases with increasing gas velocity. Moreover, the ultimate liquid recovery of CO$_2$ foam is always lower than of N$_2$ foam. The possible mechanisms explaining the observed differences in foaming behavior of the two gases are discussed in detail.

KEYWORDS: Foam, Porous media, Surfactant Alternating Gas (SAG), Carbon Dioxide (CO$_2$), Nitrogen (N$_2$), Gas solubility, Foam stability, Disjoining pressure, X-ray Computed Tomography.

7.1. INTRODUCTION

The environmental issues concerning CO₂ and shortage of energy supply has increased the interest in combined geological CO₂ storage and CO₂ flooding to enhance oil recovery (EOR) [1-3]. Favorable characteristics of CO₂ include miscibility with oil, swelling and the ensuing lowering of viscosity [4-6]. Even at immiscible conditions CO₂ can considerably reduce the oil viscosity and swell the oil volume leading to a significant improvement of oil recovery [4-6]. Nevertheless, due to its low viscosity and density, even at reservoir conditions, CO₂ segregates upwards thus overriding water (and eventually oil) and channels through high permeability streaks [5,7]. Foaming of CO₂ reduces its mobility and can potentially overcome these drawbacks [5,8-10]. The mobility reduction of gas will result in a more favorable sweep efficiency [5,11-13]. Even if the recovery is not improved the costs of handling of the gas will be reduced [14].

Although the geological storage of CO₂ is considered an attractive solution for global warming, the efficiency (or even feasibility) of the process is not yet established [15]. One major problem is the leakage of the injected CO₂ through the walls of abandoned wells or through the cap rock [16]. In this case foaming of CO₂ may temporarily hamper the leakage while other actions are considered.

There are two main injection strategies in EOR-field projects related to foam. These include co-injection of gas and liquid, and surfactant alternating gas (SAG) injection. In the first strategy the gas and the liquid are co-injected at a fixed ratio. The ratio between the gas flowrate and the sum of the gas and the liquid flowrates (total flowrate) determines the foam quality. The foam can also be generated outside the porous medium before injection; however, we categorize this strategy under the co-injection scheme. In the SAG scheme alternating slugs of surfactant solution and gas are injected and therefore foam is generated inside the porous medium (in-situ generation) [9, 17,18]. The SAG foam is sometimes called drainage foam in the literature [19]. In a recent EOR application of the foam in the Norwegian Snorre field the SAG phase operations were conducted without any major problem while the co-injection was hampered by operational problems that resulted in unstable injectivity [20,21]. Moreover, the SAG process is similar to water alternating gas process (WAG) and requires little additional effort [5, 17-22]. SAG injection minimizes contact between water and gas in surface facilities and piping which can be important when the gas, e.g. CO₂, forms an acid upon contact with water [23,24]. The laboratory study of Huh and Handy [25] also revealed that the gas-surfactant co-injection foam can completely block the porous medium under certain conditions, while this never occurs with the SAG foam. It was also shown that the mobility reduction factor is higher for co-injection foam than for SAG foam with the same gas flowrate.
While the co-injection foam has been the center of attention of many experiments [e.g. 26-31], there is only a little data on SAG foam [18,32-34, 93-4]. Moreover, in most of the previous studies on foam flow in porous media the measured pressure drop became stationary only after 10-100 pore volumes of the injected fluids (liquid and gas). In these experiments the pressure drop does not increase significantly until the gas phase reaches the end of the initially surfactant saturated porous medium, a phenomenon that cannot be explained by the existing models [35]. Possibly, this happens due to the high gas flowrates or short length of porous media used in experiments. Indeed, the injected gas needs to travel inside the porous medium before it mixes with the available surfactant and foams. However, when the gas flowrate is high or the porous medium is short, the gas will breakthrough before making a strong foam. The gas will only start to form a strong foam if many pore volumes are injected in the laboratory set-up and therefore the obtained results can only be representative of the initial stages of the injection process. It has been also observed that different gases behave differently, both in bulk [36-38] and porous media [18,39-42] experiments. Recently, Du et al. [27] claimed based on experimental evidence that there is difference between CO₂ and N₂ foams in porous media. In their experiments the gases were co-injected with SDS solution with high gas flowrates. The differences were attributed to the dissimilar physical properties of the gases, mainly higher CO₂ solubility in water than N₂.

The purpose of this chapter is two-fold. Firstly we aim to add (high P-T) experimental data to the currently small database in the literature. Secondly, our goal is to study the effect of the gas type on the behavior of foam in porous media, at both low and high pressures and temperatures. Therefore, this chapter focuses on describing the experiments when CO₂ or N₂ is injected into a porous medium that is initially saturated with a surfactant solution (SAG foam). Section 7.2 describes the experimental set-up and the experimental procedures. Section 7.3 presents the experimental results for two sets of experiments. The first set of the experiments is performed at atmospheric pressure and a room temperature of $T=20^\circ$C. The second set of experiments is conducted at $P=90$ bar and $T=50^\circ$C. This condition is well above the critical point of CO₂. Section 7.4 provides detailed explanations of the differences observed in the experiments and investigates the relevant physical/chemical properties of gases affecting the foam behavior in the porous medium. Finally we draw the main conclusions of this chapter.

7.2. EXPERIMENTAL

7.2.1. CT imaging

X-ray computed tomography (CT) is a technique of visualization of flow processes within opaque objects by constructing the local attenuation coefficients from multidirectional X-ray transmission data [5]. The variation in X-ray attenuation is closely related to density differences
within the object. Because density contrast usually correspond difference in the materials or phases, these data are often straightforward to interpret. Another important advantage of the CT is its digital output, which leads easily to quantitative analysis. The linear attenuation coefficient $\mu$ [cm$^{-1}$] can be defined as:

$$\mu = \rho \left( \sigma(E) + b \frac{Z_e}{E^{3.2}} \right)$$

where $\rho$ is the electron density (bulk density) in electrons/cm$^3$, $\sigma$ is the Klein-Nishina coefficient, $b$ is a constant ($= 9.8 \times 10^{24}$), $Z_e$ is the effective atomic number of the chemical species and $E$ is the X-ray photon energy in keV. The values that come out from the computer attached to the CT scanner are measured in Hounsfield units (HU). The relationship between attenuation coefficient and HU is:

$$HU_m = 1000 \left( \frac{\mu_m}{\mu_w} - 1 \right)$$

(7.1)

where $\mu_w$ displays the water attenuation coefficient: we obtain $HU_w = 0$ for water and $HU_a = -1000$ for air. The following equation is used to compute the liquid saturation, $S_w$, from the measured HU, eliminating the contribution of the rock by the subtraction:

$$S_w = \frac{HU_{\text{foam}} - HU_{\text{dry}}}{HU_{\text{wet}} - HU_{\text{dry}}}$$

(7.2)

where the subscripts foam, wet and dry stand for the foam flow, solution saturated and dry core conditions, respectively. Though theoretically the above equation is only valid under the insoluble conditions, it can still give good estimation for solutions with dissolved CO$_2$ gas under our experimental conditions, due to the fact that there is only negligible density variation coming from the gas dissolution.

### 7.2.2. Materials

**Chemicals**: The surfactant used was alpha-olefin sulfonate, AOS (Stepan company, The USA). This surfactant is anionic and was used as received without any further purification. The general structure of olefin surfactants is $R-SO_3Na^+$, where $R$ represents the hydrophobic group. In our case the number of the carbon atoms in the surfactant structure is 12 and the molecular weight of the surfactant is $M_w = 273$ g/mol. A fixed surfactant concentration of $c_{\text{AOS}} = 1$ wt% (0.035 M) was used in our experiments. Sodium chloride (NaCl) was used to make the Brine. The concentration
of NaCl was a fixed value of 0.5M (~3 wt%) in all experiments reported here. At this concentration very thin (5 nm) Newton Black Films (NBF) are formed [44]. All solutions were prepared with deionized water (pH=6.8±0.1). In order to increase the CT attenuation of the solutions, 10 wt% of Sodium Wolframate was added to the solutions.

Table 7.1: Properties of sandstone cores (porous media) used in the experiments

<table>
<thead>
<tr>
<th>Name</th>
<th>Permeability [mD]</th>
<th>Porosity [%]</th>
<th>Diameter [mm]</th>
<th>Length [mm]</th>
<th>Pore Volume [ml]</th>
<th>Main Composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long</td>
<td>1010</td>
<td>22±0.2</td>
<td>40±1</td>
<td>170±2</td>
<td>42.5±0.5</td>
<td>97% Quartz</td>
</tr>
<tr>
<td>Short</td>
<td>1010</td>
<td>22±0.2</td>
<td>40±1</td>
<td>90±2</td>
<td>22.5±0.5</td>
<td>97% Quartz</td>
</tr>
</tbody>
</table>

Gases: The gases used to carry out the experiments were 99.98% pure CO₂ and N₂. The solubility of CO₂ in water is about 55 times higher than that of nitrogen [46].

Porous Media: The porous medium used was consolidated, quasi-homogenous and quartz-rich Bentheimer sandstone. The main properties of the porous medium are presented in Table 7.1. The permeability was calculated from the pressure data of a single-phase (brine) flow (with a known flow rate) through the core and the porosity was determined from the CT data. The radius of the pore throats are mainly in the range of 10-30 µm.

Core Holder: Depending on the length of the cores and the experimental pressures, different core holders were designed and constructed. They were made of PolyEther EtherKetone (PEEK) that combines excellent mechanical properties to a low X-ray attenuation. Seemingly, PEEK also transmits X-ray within a narrow energy window (refiltering the polychromatic source X-rays) which appreciably minimizes the beam hardening artifact due to the polychromaticity of the X-ray beam [47]. The geometry and structure of the core holder were designed to minimize beam hardening and scattering artifacts. The core holders were placed vertically on the platform of the CT scanner apparatus and kept in place using a polymethyl methacrylate (PMMA) stand.

7.2.3. Experimental Set-up

The schematic of the experimental set-up is schematically shown in Fig. 7.1. It consists of four parts: Injection Unit (IU), Test Unit (TU), Pressure Controlling Unit (PCU) and Data Acquisition System (DAS).

Injection Unit: In order to ensure the supply of the gas at a stable rate, the gas flow rate is controlled by using a high precision needle valve (for low-pressure experiments) and an ISCO pump (for high pressure experiments) and it is monitored by using a gas flow meter. A high
precision double-effect piston displacement pump (Pharmacia P 500) is used to inject the brine and the surfactant solution at a constant rate.

*Test Unit:* In the test unit, the sample core is placed inside a cylindrical coreholder. The foam is introduced from the injection tube, and the liquid production is collected in a glass cup on an electronic mass balance. Two high precision pressure transducers locate at the inlet and the outlet to monitor the pressure drop along the core.

*Fig. 7.1:* Schematic of the foam set-up: It consists of four major units: injection unit (pumps), test unit (the porous medium), pressure controlling unit and data acquisition system (not shown in this Fig.).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>CT-scan settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy Levels [keV]</td>
<td>140</td>
</tr>
<tr>
<td>Current [mA]</td>
<td>250</td>
</tr>
<tr>
<td>Slice Thickness [mm]</td>
<td>3</td>
</tr>
<tr>
<td>Number of Slices</td>
<td>4</td>
</tr>
<tr>
<td>Filter</td>
<td>B40-medium</td>
</tr>
</tbody>
</table>

*Pressure-Control Unit:* The pressure-control part connects to the outlet of the core. By using a backpressure regulator and a manometer we can measure different pressures in the system. The data-acquisition system records gas and liquid injection rates, pressures and the liquid...
production data automatically. All experiments were conducted under isothermal conditions. The low-pressure experiments were done at room temperature of $T = 20^\circ C$ and the high pressure experiments were performed at a constant temperature of $T = 50^\circ C$.

The core-flood set-up is positioned on the couch of the CT scanner. The PEEK core holder is vertically placed, perpendicular to the length of the table, to control gravity-segregation effects. A third-generation SAMATOM Volume Zoom Quad slice scanner is used in our work. The main technical information about this machine has been provided elsewhere [26] and the imaging settings in our experiments are listed in Table 7.2. The X-ray tube of the CT scanner is operated at the voltage of $140 \text{ kV}$ and the current of $250 \text{ mA}$. The thickness of CT slice is $3 \text{ mm}$ and one series of scan includes 4 slices. In the calculations the slice corresponding to the center of the core was used. The spiral scan mode is applied for imaging the dynamic foam flow, instead of the more classical sequential scanning. The spiral scan allows fast and continuous acquisition of the data from a complete volume and generates axial images using standard reconstruction kernel after the data interpolation. One typical slice image consists of $512 \times 512$ pixels. All HU values in the pixels are added together and divided by the total amount of pixels to get the average HU value for one slice image. Due to the fact that the noise for CT images typically ranges from 3 to 20 HU, it can be estimated that the measurement error in water (or gas) saturation is about 2% for the HU values in our experiments.

7.2.4. Experimental Procedure

Core Preparation: The cores were drilled from a large block and sawn to the dimensions specified in Table 7.1 using a diamond saw cooled with water. The cores were dried in an oven at $60^\circ C$ for at least 48 hours. Then the cores were molded in Araldite glue to avoid production from the axial core sides. Initially some glue penetrated into the core samples and reduced the effective flow area. In the calculation of the total pore volumes (PV) of the cores penetration layer of the glue was assumed to be 1mm. The core was then placed in a PEEK core holder. For pressure measurements inside the core, the pressure gauges were connected through a small hole drilled in the glue to the surface of the core. The connectors were also made of PEEK to reduce the beam-hardening effects of X-ray beam.

Before starting the experiments all of the connections in the set-up were checked for possible leakages by keeping the set-up under high pressure and monitoring the measured pressures.

Core Saturation: The core was flushed with CO$_2$ for at least 30 minutes to replace the air in the system. Afterwards, at least 20 pore volumes of brine with the flowrate of $q_w = 2 \text{ ml/min}$ were
injected to the system while the backpressure was set $P_b = 20\text{ bar}$.
Therefore, all CO$_2$ present in the core is dissolved into the brine and carried away. This is confirmed by CT images.

_Surfactant Injection:_ After the core was saturated with the brine, 1 pore volume of the surfactant was injected ($q_s = 2\text{ ml/min}$) to the porous medium from the bottom.

_Foam (gas) Injection:_ The gas was injected into the core previously saturated with the surfactant solution (SAG foam) from the bottom.

### 7.3. RESULTS

#### 7.3.1. Low-pressure foam development

#### 7.3.1.1. CT scan images

Figure 7.2 presents the central CT images of the CO$_2$ and N$_2$ experiments respectively. The time of each image is also shown in terms of the dimensionless time of pore volumes, $PV$, which is the ratio of the cumulative volume of injected fluids (in these experiments only gas) to the volume of the pore space in the porous medium. In these experiments the gas (CO$_2$ or N$_2$) was injected at a flow rate of $0.5\text{ ml/min}$ into the core initially saturated with 1 $PV$ of the surfactant solution (SAG scheme). The blue and red colors represent the gas and the liquid phases, respectively. The general features of these experiments (foam advance) are similar to foam experiments in which the surfactant solution and the gas are co-injected into the porous medium [27]. For both CO$_2$ and N$_2$, the images show a front-like displacement of the aqueous phase by foam. Three regions can be distinguished in both experiments along the flow direction: 1) an upstream region which is characterized by low liquid saturation, 2) a region downstream of the foam front where the liquid saturation is still unchanged and equals unity and 3) a frontal region characterized by a mixing of flowing foam and liquid and exhibits fine fingering effects. The extent of the fingering behavior is caused by the local rock heterogeneity [26,28] and apparently depends on the type of the foamed gas (foam strength).

Nevertheless, a closer examination of the images reveals the considerable differences between CO$_2$ and N$_2$ foams. About $0.30\text{ PV}$ of CO$_2$ is injected before the gas penetrates the core and becomes visible in the images while N$_2$ becomes visible much more rapidly as the gas penetrates the core immediately displacing the liquid. This is possibly due to the higher solubility of CO$_2$ in water. We return to this point later. The upstream region of CO$_2$ foam front is less blue indicating higher water content compared to the upstream region of N$_2$ foam. However, similar to N$_2$ foam, as the foam front progresses in the core, the gas sweeps parts of the remaining liquid from the upstream region towards the outlet. In the frontal region, N$_2$ foam is sharper than CO$_2$. Finally the higher solubility of CO$_2$ in the aqueous phase results in its substantially delayed breakthrough.
The gas breakthrough takes places at a time between 1.30 and 1.70 PV for N\(_2\) foam while the foamed CO\(_2\) breaks through at a time slightly larger than 2.20 PV.

The amount of CO\(_2\) that can be dissolved in water can be estimated by Henry’s law. The solubility of CO\(_2\) in water is \(\sim 38.4 \text{ mol/m}^3\) at our experimental condition. Using the CT images the volume of water that gas has met was estimated at each PV and then the amount of dissolvable CO\(_2\) was calculated. The results are summarized in Table 7.3. In these calculations the possible effect of surfactant micelles on CO\(_2\) solubility is disregarded. It turns out that the amount of dissolved CO\(_2\) is considerable and therefore the effect of water solubility cannot be neglected [27]. Indeed, considering also some dead volume in the system, more than 1 PV of the injected CO\(_2\) is required to saturate the liquid upstream of the front before it can form foam.

![CT images of (a) CO\(_2\) and (b) N\(_2\) foam flow (blue) in a porous medium initially saturated with surfactant solution (red) at P=1bar and T=20^\circ\text{C} (q_g=0.5 \text{ ml/min}). The time of each image is shown in pore volumes of the injected gas.](image)

**Fig. 7.2:** CT images of (a) CO\(_2\) and (b) N\(_2\) foam flow (blue) in a porous medium initially saturated with surfactant solution (red) at P=1bar and T=20^\circ\text{C} (q_g=0.5 \text{ ml/min}). The time of each image is shown in pore volumes of the injected gas.
7.3.1.2. Saturation profiles

To quantify the evolution of the liquid saturations, $S_w$, over the entire core, the CT data of the obtained images were converted to water saturation profiles using Eq. (2). The results are shown in Figs. 7.3a and 7.3b at various times for CO$_2$ and N$_2$ respectively. Note that every point on these figures is the averaged water saturation over a disk of the core with ~8 mm thickness. These figures show that foamed CO$_2$ and N$_2$ displace the liquid, i.e., the surfactant solution from the porous medium. Prior to the gas breakthrough the saturation profiles along the core show a steep increase of $S_w$ at the foam front, which indicates an effective front-like displacement of the initial liquid for both foams. In the case of CO$_2$ foam due to more fingering in the foam front, revealed by the CT images, the front is not as sharp as for the N$_2$ foam.

![Saturation profiles](image)

**Fig. 7.3:** The liquid saturation profiles of (a) CO$_2$ foam (left) and (b) N$_2$ foam (right), calculated from CT profiles shown in Fig. 2 and Fig. 3, respectively.

**Table 7.3:** Amount of CO$_2$ that can be dissolved in water calculated from Henry’s law at $P=1$ bar and $T=20^\circ C$. The solubility of CO$_2$ in water at this P-T is estimated to be 38.4 mol/m$^3$.

<table>
<thead>
<tr>
<th>PV of CO$_2$ Injected [-]</th>
<th>Water Content [cm$^3$]</th>
<th>Amount of dissolved CO$_2$ (Henry's law) [cm$^3$]</th>
<th>PV of CO$_2$ dissolved [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.30</td>
<td>2.6</td>
<td>1.2</td>
<td>0.06</td>
</tr>
<tr>
<td>0.50</td>
<td>7.5</td>
<td>3.4</td>
<td>0.16</td>
</tr>
<tr>
<td>0.75</td>
<td>10.4</td>
<td>4.8</td>
<td>0.23</td>
</tr>
<tr>
<td>1.10</td>
<td>15.6</td>
<td>7.2</td>
<td>0.34</td>
</tr>
<tr>
<td>1.35</td>
<td>21.6</td>
<td>9.6</td>
<td>0.47</td>
</tr>
<tr>
<td>1.60</td>
<td>26.8</td>
<td>12.4</td>
<td>0.59</td>
</tr>
<tr>
<td>1.90</td>
<td>30.5</td>
<td>14.1</td>
<td>0.67</td>
</tr>
<tr>
<td>2.10</td>
<td>36.5</td>
<td>16.8</td>
<td>0.80</td>
</tr>
<tr>
<td>2.20</td>
<td>40.2</td>
<td>18.5</td>
<td>0.92</td>
</tr>
<tr>
<td><strong>Breakthrough</strong></td>
<td><strong>42.5</strong></td>
<td><strong>19.6</strong></td>
<td><strong>0.93</strong></td>
</tr>
</tbody>
</table>
Another difference in the saturation profiles of these experiments (SAG scheme) with experiments reported by Refs. [26,48] is the absence of so-called secondary liquid desaturation (SLD) stage in our experiments. Considering the differences in the experimental conditions, it may be that SLD is a phenomenon that happens in the experiments with high gas flowrates (and/or short cores).

High values of liquid saturation are found at the region close to the core outlet. This capillary end effect results from the fact that the porous medium retains the liquid in an attempt to maintain equilibrium across the outlet where the capillary pressure is zero or near zero [49-51]. After about $2 \text{ PV}$ of gas injection, CO$_2$ foam removes about 50% of the liquid while N$_2$ removes more than 70% of the liquid. Further injection of N$_2$ after (foam) breakthrough removes the liquid retained at the inlet and outlet of the porous medium while further injection of CO$_2$ produces the liquid from the whole core as the liquid content is still high after foam breakthrough. Finally, comparing the water-saturation profiles of two gases at the same pore volumes, one can conclude that the foamed N$_2$ displaces more liquid than foamed CO$_2$. Indeed, the foamed N$_2$ produces more than 82% of the initial liquid in the porous medium while the foamed CO$_2$ sweeps less than 65% of the initial liquid after more than 11 PV of gas injection.

![Fig. 7.4: Pressure drop across the entire core for N$_2$ and CO$_2$ foam ($q_g=0.5\text{ml/min}$) at $P=1\text{bar}$ and $T=20^\circ\text{C}$](image)

**7.3.1.3. Pressure profiles**

Figure 7.4 compares the measured pressure drops versus dimensionless time (PV) of the two experiments. It appears that the foamed N$_2$ builds up larger pressures over the core than foamed CO$_2$. The high liquid saturation and the small pressure drop indicate that CO$_2$ is in the form of relatively weak foam. Although this foam is relatively weak, it does produce a pressure drop higher than expected for the steady state pressure drop with the gas injection to a core initially saturated with water [52]. In both experiments the pressure drop across the core reaches a
maximum and then decline slowly. The maximum point corresponds to the foam breakthrough at the outlet. The pressure decreases after breakthrough because of the coalescence of the bubbles due to diffusion or breaking of the foam films.

Fig. 7.5: The transient pressure profile at different location in the core for N\textsubscript{2} foam experiment at P=1\textit{bar} and \(T=20^\circ\text{C}\).

For a detailed explanation of foam progress in the core the pressure-drop measurements at different sections of the core are plotted for the N\textsubscript{2} experiments in Fig. 7.5. At early times, until 0.50 \(PV\), the pressure drop is quite small. This means that foam is still weak. From time 0.50 \(PV\) to 0.70 \(PV\) there is a sharp increase in the pressure drop across the beginning of the core. This is confirmed by the saturation profile in Fig. 7.3b. After 0.50 \(PV\) of gas injection, the foam front moves relatively slower along the core, nevertheless, it produces more water from the upstream region. Comparing the saturation profiles of two gases, this effect is more pronounced in the CO\textsubscript{2} foam, possibly due to the fact that (i) CO\textsubscript{2} foam is weaker and (ii) unlike N\textsubscript{2} foam, the transition from weak to strong foam does not happen for CO\textsubscript{2}. The low pressure drop and relatively high liquid saturation at the core inlet at early experimental times is referred to as the \textit{entrance effect} in the literature [29,35]. Apparently gas needs time and space before it develops into foam. The pressure drop continues to increase as gas moves forward along the core. Again due to the capillary end effect the pressure drop at the last section of the core is low (water saturation is high). The pressure drop reaches maximum of 0.42 \textit{bar} which is equal to the overall pressure drop across the core. This means that foam in the last section is weaker than foam in the first half of the core. However, as it is seen from Fig. 7.5 the pressure drop at the last section of the core increases with time indicating that foam becomes stronger with increasing amounts of injected gas. After foam breakthrough the pressure drop decreases due to the destruction of foam films as mentioned previously.
Fig. 7.6: CT images of (a) CO$_2$ gas, (b) CO$_2$ foam and (c) N$_2$ foam flow in a porous medium initially saturated with surfactant solution (red) at $P=90$ bar and $T=50$ °C ($q_g=1$ ml/min). The time of each image is shown in pore volumes of the injected gas.

7.3.2. High-pressure experiments

The second set of experiments were done at $P=90$ bar and $T=50$°C. This P-T condition is well above the critical point of CO$_2$ [53]. The density of CO$_2$ is 286 kg/m$^3$ at this condition calculated from the Span and Wagner EoS [54]. Moreover, at this pressure and temperature a water-rich liquid phase coexists with a CO$_2$-rich liquid, where a distinction between the vapor and liquid
phases of CO$_2$ disappears [55]. Note that foams formed with dense CO$_2$ as the internal phase are strictly emulsions [10], sometimes referred to as foamulsions [5]. However, for the sake of consistency we use the term foam here as well.

### 7.3.2.1. CT images

Figure 7.6 presents the central CT images of CO$_2$ gas, CO$_2$ foam and N$_2$ foam flow at $P=90$ bar and $T=50^oC$. The time of each image is also shown in the dimensionless time of pore volumes, $PV$. The gas flowrate in these experiments was set to $1 \text{ ml/min}$. In the CO$_2$ gas experiment the core was initially saturated with brine and CO$_2$ was injected into the core afterwards. The images reveal the remarkable effect of the surfactant solution in the porous medium. When CO$_2$ is injected to the core initially saturated with the brine, there is no (clear) sharp interface between the gas and the brine. CO$_2$ forms channels through the brine and breaks through in less than $0.20 \text{ PV}$. When CO$_2$ is injected into the core initially saturated with the surfactant solution a clear interface between the moving gas and the liquid appears and CO$_2$ breakthrough is delayed until a time between $0.45 \text{ PV}$ and $0.50 \text{ PV}$. The breakthrough time for N$_2$ foam is longer than $1.2 \text{ PV}$. Similar to the low pressure foam experiments the three regions are again present at high pressure foam experiments. In the CO$_2$ foam, the gas bypasses part of the porous medium and therefore the brine content is high at regions near the core inlet and outlet. In the N$_2$ foam, the foam front moves a lot slower after $0.40 \text{ PV}$ which is an indication that the foam has become stronger.

![Pressure drop graph](image)

**Fig. 7.7:** Pressure drop across the entire core for CO$_2$ gas and CO$_2$ foam ($q_g = 1 \text{ ml/min}$) at $P=90\text{bar}$ and $T=50^oC$.

### 7.3.2.2. Pressure profiles

Figure 7.7 shows the pressure history for CO$_2$ gas and CO$_2$ foam experiments while Fig. 7.8 compares the pressure drop of CO$_2$ and N$_2$ foams. The pressure drop along the core follows a similar trend; it reaches a maximum at gas breakthrough and then declines with time. The
maximum value of the pressure in CO$_2$ foam is about two times larger than that of CO$_2$ gas. Compared to the low pressure experiment, the pressure peak is higher at the high pressure CO$_2$ (and N$_2$) foam because (i) the gas flowrate is higher and (ii) CO$_2$ has a higher density (and viscosity) in the latter case. One interesting feature is that after 1.0 PV of CO$_2$ injection, the pressure drop of the CO$_2$ foam experiment is comparable to that of CO$_2$ gas experiment, meaning that after breakthrough there is almost no foam (or emulsion) present in the porous medium due to the shortage of the surfactant. The pressure drop for the N$_2$ foam is again larger than the CO$_2$ foam (see Fig. 7.8). In the N$_2$ foam the pressure drop over the core is low until 0.40 PV, confirming the idea that gas should invade some part of the core before it develops into foam. This effect appears to be less significant for CO$_2$ than N$_2$ and as can be seen from Figs. 7.2 and 7.6, the higher the gas flowrate the larger the entrance effect is.

**Fig. 7.8:** Pressure drop across the entire core for N$_2$ foam and CO$_2$ foam ($q_g = 1$ ml/min) at $P=90$ bar and $T=50^\circ C$.

### 7.3.2.3. Saturation profiles

The calculated liquid saturation profiles, $S_w$, for the three experiments are shown in Fig. 7.9. In all three experiments gas displaces the liquid, although when gas is foamed inside the porous medium the amount of the liquid that remains inside the core is less than when the gas is not foamed. Moreover, in the gas injection there is no steep increase of $S_w$ at the gas front while in foam experiments an effective front-like displacement of the initial liquid by foam takes place. The capillary end effect is present in the experiments as the liquid saturations are high near the core outlet. A detailed analysis of the N$_2$ foam experiments reveals that when the foam becomes stronger (after 0.40 PV of gas injection), the liquid saturation is reduced to a value as low as 8%; nonetheless due to the capillary end effects the saturation starts to increase to maintain the pressure equilibrium near the core outlet (This would have happened later if the core was longer). After about 1.5 PV of gas injection, CO$_2$ gas produces about 40% of the initial liquid. Foaming of
CO₂ increases the recovery by 25% and brings out more than 65% of the liquid. The N₂ foam removes more than 80% of the liquid.

Fig. 7.9: The liquid saturation profiles of (a) CO₂ gas (b) CO₂ foam and (b) N₂ foam, calculated from CT profiles shown in Fig. 7.6.
7.4. GENERAL DISCUSSION

The experiments have clearly demonstrated that under a SAG scheme CO\textsubscript{2} foams are *weaker* than N\textsubscript{2} foams at both low and high pressures. Foam in porous media is considered *weak* when the number of the lamella is not large enough to resist the gas flow [56,57].

In order to interpret these observations we need to recall that foams are thermodynamically meta-stable. They evolve irreversibly over time because the interfacial area in the lamella diminishes in order to minimize interfacial free energy [58]. The longevity of foam in porous media essentially relies on the stability of single foam films or lamellae. The stability of foam films depends on quantities and processes like surfactant concentration, salt concentration, adsorption kinetics, gravitational drainage, gas diffusion through foam films, surface forces (or capillary pressure) and fluctuations [59,60]. Before we assert the dominant factor responsible for the difference between CO\textsubscript{2} and N\textsubscript{2} foams it is worth reviewing how individual mechanisms could affect foam stability.

*Coalescence and drainage*: These two processes are responsible for the changes in degree of dispersion of gas bubbles in foam as they cause: (i) the diffusion of gas through the lamellae and (ii) collapse of liquid lamellae and subsequent coalescence of contiguous gas bubbles [61]. Pressure difference between bubbles of unequal size induces gas-transfer from small to larger bubbles. Even in the ideal situation of an initially perfectly ordered foam, comprised of uniform bubbles with a uniform gas pressure, finite size perturbation in bubble shape (e.g. due to irregularities and heterogeneity in porous media) would lead to an irreversible growth of the larger bubbles at the expense of the smaller [56]. This foam coarsening, the Oswald ripening, is unavoidable [37].

The mass-transfer rate of gas through foam films can be characterized by the film permeability $k$. According to Princen and Mason [62] gas permeability depends on physical coefficients according to equation

$$k = \frac{k_H D}{h_w + 2D / k_{ml}} \quad (7.3)$$

where, $D$ is the diffusion coefficient of the gas in the liquid phase, $k_H$ is the Henry's coefficient, $k_{ml}$ is the permeability of the surfactant monolayer to gas and $h_w$ is the thickness of the liquid film. Eq. (3) shows that the permeation rate for thick foam films ($2D / k_{ml} \ll h_w$) is mainly controlled by the liquid layer via $D$ and $k_H$ ($k \sim k_H D$), while for thin foam films ($2D / k_{ml} \gg h_w$) the permeability of the monolayer ($k = k_H k_{ml} / 2$) is the limiting factor.
In our experiments the addition of NaCl does not affect the gas transfer rate of the film. As mentioned earlier Newton black films are expected to be formed with our experimental surfactant and salt concentration. Therefore the gas permeability of foam films depends on the solubility of the gas in the aqueous phase and the monolayer permeability. The solubility of the gases can be compared by comparing the value of their Henry's constant, $k_H$, i.e.,

$$\frac{k_{H,\text{CO}_2}}{k_{H,N_2}} = \frac{3.4 \times 10^{-2}}{6.1 \times 10^{-4}} = 55$$

This means that CO$_2$ is about 55 times more soluble in water than N$_2$ [46]. In the only published data, the transfer rate of CO$_2$ through the foam films stabilized by hexadecyltrimethylammonium bromide (HDTAB) in the presence of NaBr was measured to be about 60 times larger than that of N$_2$ [62,67].

The rather good agreement between the two ratios (solubility and film permeability ratio) suggests that coalescence rate of CO$_2$ foam bubbles must be much higher than that of N$_2$ foam bubbles. Therefore this could be why CO$_2$ foam is weaker than N$_2$ foam. This is analogous to the situation whereof steam foam where water vapor can pass through lamellae by condensing on one side and evaporating on the other side [68]. A small amount of nitrogen is added to reduce this effect in steam foam [69] and in the beer industry [37,70]. The higher solubility of CO$_2$ could also explain why in CO$_2$ foam more pore volumes of gas are needed before the gas becomes visible in the core and also why the speed of the foam front is lower for CO$_2$ than for N$_2$. Indeed a considerable fraction of CO$_2$ dissolved in the surfactant solution before can be foamed since the amount of available gas for foaming is reduced.

In porous media the Plateau borders are connected throughout the pore space and form a conductive network. In response to the local pressure gradient and gravity the liquid starts to flow. Liquid depletion in turn increases the capillary suction pressure on the lamella, which may result in film rupture. Coarsening also has a strong influence on foam drainage for gases of large solubilities (e.g. CO$_2$) and small bubble sizes (diameters <1 mm) [63-65]. This coupling effect can shorten the lifetime of (CO$_2$)-foam.

The lamellae remain in the pore throats of porous media and ideally at equilibrium they will have no curvature and thus sustain no pressure drop. Therefore in the absence of the driving force the diffusion process stops. This may cause the foam remain indefinitely in the porous medium in the absence of external disturbances (in porous media heterogeneity and temperature fluctuations can be counted as external disturbances) [71,72].
Figure 7.10 shows a plot of the pressure drop over the entire core as a function of the average gas saturation in the core for low pressure CO₂ and N₂ foams respectively. Initially both foams show similar behavior, i.e., while the gas displaces the liquid the pressure drop remains low (weak foam). However, as time passes for similar gas fractions (above \( S_g = 0.30 \)), N₂ foam exhibits higher pressure drop over the core. This implies that 1) while a transition from weak foam to strong foam occurs in N₂ foam, CO₂ foam always remains weak and 2) CO₂ foam is coarser than N₂ foam in porous media due to more intense rupture of the foam films (lamellae), as discussed previously. Figure 7.11 provides a similar plot for high pressure experiments. Again in this case there is a gas saturation in which the transition from weak foam to strong foam occurs in N₂ foam (\( S_g \approx 0.35 \)). This saturation is higher than that of the low pressure N₂ foam presumably due to the differences in the flowrates. Seemingly, CO₂ continues to flow as a weak foam (or more accurately foamulsion) in the core.

**Fig. 7.10:** Pressure drop over the core vs. average gas saturation in the core for low pressure experiments [\( P=1\text{bar and } T=20^\circ\text{C} \)].

**Fig. 7.11:** Pressure drop over the core vs. average gas saturation in the core for high pressure experiments [\( P=90\text{bar and } T=50^\circ\text{C} \)].
Role of Interfacial tension: The interfacial tensions of the CO$_2$-water and the N$_2$-water systems exhibit different behavior. The interfacial tension of the N$_2$-water binary system does not vary considerably with pressure such that it can be assumed constant in the range of our experimental pressures [73,74]. Nevertheless, the interfacial tension between CO$_2$ and water depends strongly on pressure for pressures smaller than 10 MPa, decreasing as the pressure increases, and displays an asymptotic behavior towards a constant value for higher pressures [75-77]. Even at low pressure of 1 bar the presence of CO$_2$ above a surfactant solution may lower the interfacial tension possibly due to the surface hydrolysis of the surfactant [78]. The resistance to flow of the individual lamella in porous media is proportional to the surface tension [79]. It is interesting to mention that decrease in the interfacial tension leads to higher permeation of the gas molecules through the foam films and therefore may decrease the stability of foam [80]. Moreover, it has been observed that the relative permeability of CO$_2$ increases as the interfacial tension of the CO$_2$-water system decreases [77].

Wettability Alteration Effects: Part of the observed differences in CO$_2$ and N$_2$ foam experiments may be attributed to both, differences in the interfacial tension and differences in the wetting angles of the two gases, i.e., the value of $\sigma \cos \theta$, where $\sigma$ is the gas-water interfacial tension and $\theta$ is the contact angle. Hildenbrand et al. [81] stated that for the N$_2$-water system the product of $\sigma \cos \theta$ exceeds the corresponding product for the CO$_2$-water system by a factor of 1.3-2.0. This suggests that wettability of the clay part of the rock may change with injecting CO$_2$. Foam is more stable in water-wet rock than in intermediate (or oil) wet porous media [82-84]. If the medium is not water-wet the walls may cause the lamellae to detach and collapse [9]. Our experiments are done in Bentheimer sandstone that contains 1-4 wt% of clay [85]. Therefore, injection of CO$_2$ affects the wettability of the cores. When the lamella moves across a non-wetting spot of the pores it ruptures by the pinch-off mechanism [35] lowering the resistance of foam to flow. It is important to remark that wettability and interfacial tension forces at the interface between liquid and rock may also affect bubble formation is also affected by [86]. Hence, it is possible that the rate of foam generation in CO$_2$ foam is different than N$_2$ foam due to wettability effects.

pH effects: Another factor that may affect the foam stability is the pH of the aqueous phase. When CO$_2$ is injected into a reservoir, CO$_2$ reacts with water and forms carbonic acid. This reaction may lower the pH of the brine down to 4.0 [87]. The value of pH may influence the foam film stability by affecting the disjoining pressure through screening of the van der Waals and electrostatic forces [60]. The pH changes could also influence the surfactant performance in porous media [88]. However, based on the experimental results it has been asserted in the literature that pH
has little effect on foam viscosity [87], foam resistivity [89] or in general foam stability when the surfactant concentration is above the CMC [90].

*Alteration of van der Waals forces:* The disjoining pressure is a measure of stability of a foam film and strongly depends on the film thickness [58,61]. According to the DLVO theory this pressure has two components: repulsive electrostatic and attractive van der Waals forces [61]. The effect of gas type on the van der Waals component of the disjoining pressure can be evaluated using Hamaker’s constant, which depends on the optical and dielectric properties of the aqueous and non-aqueous phases [91]. Since these properties for CO$_2$ and N$_2$ are different it has been hypothesized that the differences in the magnitude of the attractive van der Waals forces of the lamellae in CO$_2$ and N$_2$ foams cause the differences observed in the experiments [60]. The calculations of Ref. [60] shows that the magnitude of screening of electrostatic forces for CO$_2$ is two times that of N$_2$, while screened Hamaker’s constants indicate that van der Waals forces are six time lower for CO$_2$.

*Type of surfactant:* Different gases may show different foaming behavior with different surfactants. Although AOS surfactants have been previously used in CO$_2$ foam projects, it is possible that type of surfactant is responsible for the differences observed in the experiments.

*Temperature effects:* Temperature is another parameter that controls the foam stability by influencing the diffusion rate and adsorption of the surfactant molecules at the gas-water interface and rock surface. CO$_2$ dissolution in water is exothermic. The solution heat of CO$_2$ is given by

\[
-(d \ln k_H / d(1/T))_{CO_2} = \Delta H_{CO_2} / R = 2400 K \rightarrow \Delta H_{CO_2} \approx 2.0 \times 10^4 J / mol
\]

This implies that CO$_2$ dissolution can cause temperature increase of

\[
\Delta T_{CO_2} = \frac{\Delta H_{CO_2}}{k_H c_{p,w}} = \frac{2 \times 10^4}{3400 \times 4.2 \times 10^6} \approx 0.15 K / bar
\]

A similar calculation for N$_2$ reads: \(\Delta T_{N_2} \approx 0.00015 K / bar\). Therefore, the temperature rise in the water due to CO$_2$ dissolution is more significant, especially at higher pressures. The increase in temperature can reduce the foam stability in porous media because (i) it can initiate the interbubble diffusion process by causing infinitesimal perturbation and thus disturbing the equilibrium and (ii) it increases the mass transfer rate through the bubbles. However, it should be noted that the temperature effects cannot completely be responsible for the differences in foaming behavior of CO$_2$ and N$_2$ since at low pressure the temperature effect will not be significant.
7.5. CONCLUSIONS
The foaming behavior of CO$_2$ and N$_2$ were comparatively studied in a sandstone core by the means of a CT scanner (X-ray). It has been shown that injection of a slug of surfactant prior to CO$_2$ injection can reduce the CO$_2$ mobility, below and above its critical point. The two investigated gases exhibit different behavior in the porous medium. Foaming of CO$_2$ builds up lower pressure drop over the core at both low and high pressures when compared to N$_2$. Both gases require a certain penetration depth to develop into foam. The penetration depth is longer for N$_2$ (large entrance effect) and increases with increasing gas velocity. The CT images and calculated water saturation profiles reveal that N$_2$ foam displaces the liquid in a front-like manner (sharp-vertical interface) while the propagation front for CO$_2$ foam is not the exact front-like displacement at low pressure. Moreover, the ultimate production of N$_2$ foam is always higher than CO$_2$ foam. The observed differences in the foaming behavior of the two gases can be related to the differences in their nature, mainly solubility in water, interfacial tensions, pH effects and the possible wettability effects. From these various factor solubility is most likely the most critical one because 1) part of the gas is dissolved in the aqueous phase and therefore when volumetric flowrates of two gases are the same the local gas velocities will be different, i.e., the amount of available CO$_2$ for foaming will be lower than N$_2$ at similar PVs and 2) it significantly affects the gas permeability coefficient and thus the foam stability.
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Chapter 8

FOAM ASSISTED (CO\textsubscript{2})-EOR

ABSTRACT
Application of (CO\textsubscript{2})-foam as an Enhanced Oil Recovery (EOR) method was examined in granular porous media using X-ray Computed Tomography. In the experiments porous media were partially saturated with oil and brine (half top) and brine (half bottom). The CO\textsubscript{2} was either under sub- or super-critical conditions whereas N\textsubscript{2} remained under subcritical conditions. Prior to gas injection porous media were flooded with several pore volumes of water. In foam experiments this process was followed by injecting 1-2 pore volumes of a surfactant solution. Alpha Olefin Sulfonate (AOS) was used as foaming agent. The injection of AOS solution did not produce additional oil. We found that at low pressure experiments (P=1 bar) in the case of N\textsubscript{2}, weak foam could be formed in the oil-saturated part. An oil bank is formed ahead of the foam front, which results in additional oil recovery compared to gas injection alone. CO\textsubscript{2} injection, with the same flow rate, does not form in the oil-saturated part of the core possibly due to its higher solubility. Above critical point (P=90 bar), CO\textsubscript{2} injection following a slug of surfactant reduces its mobility when there is no oil. Nevertheless, when foam front meets the oil the interface between gas and liquid disappears. The presence of the surfactant (foaming super-critical CO\textsubscript{2}) did not affect the oil recovery and pressure profile, indicating the detrimental effect of oil on foam stability in the medium. Our experimental results show that injection of surfactant prior to CO\textsubscript{2} injection can improve the ongoing CO\textsubscript{2}-EOR by reducing the gas mobility in the thief zones and diverting CO\textsubscript{2} into regions with higher oil saturation.

KEYWORDS: Foam, Enhanced Oil Recovery (EOR), Surfactant Alternating Gas (SAG), Carbon Dioxide (CO\textsubscript{2}), Nitrogen (N\textsubscript{2}), X-ray Computed Tomography.
8.1. INTRODUCTION

A problem associated with many secondary and tertiary gas (e.g., CO₂, N₂, steam, air, etc.) injection projects is the inefficient gas utilization and poor recovery due to viscous fingering and gravity segregation. The fingering and segregation result from high gas mobility (displacing phase) compared to oil and water (displaced phase); gas density and viscosity are much lower than those of oil and water (even at high reservoir pressures). Unfavorable mobility ratios lead to even more severe channeling in heterogeneous reservoirs. Consequently, a large part of the reservoir is not contacted by the drive fluid and the volumetric sweep efficiency of the reservoir remains poor.

The alternation slugs of water and gas (see Fig. 8.1), i.e. Water Alternating Gas or WAG, has been common practice to get more favorable mobility ratios and improve sweep efficiency. WAG can eventually suffer from viscous instabilities and gravity segregation and therefore has not always been a successful method of controlling the gas mobility.

![Figure 8.1: Schematic of gas flooding vs. SAG (or foam) flooding: Foaming of the gas modifies its profile by lowering gas mobility.](image)

The addition of surfactant to water results in a process called Surfactant Alternating Gas or SAG. By foaming the gas and thus reducing its mobility especially in the swept or high permeability parts of the reservoir one can potentially overcome the problems encountered in WAG [e.g. 1-5]. Foaming reduces gas mobility by immobilizing or trapping a large fraction of the gas without compromising its efficiency. As a result, part of the gas is diverted into the oil-rich part of the reservoir and therefore enhances the oil recovery. The mechanism of oil displacement by foam differs from that for surfactant flooding due to the presence of a gas phase. Foam can affect the oil recovery in two ways: (1) by stabilizing the displacement process by increasing the displacing fluid (gas or foam) viscosity, and (2) by reducing the capillary forces via reducing the interfacial
tensions due to the presence of surfactant (this is more important in chemical foams). In addition to these two important mechanisms, since the gas is in more contact with oil, the interfacial mass transfer between gas and oil will also play an important role in mobilizing the oil in-place by dissolution, viscosity reduction and swelling. We argue that in the case of CO$_2$, natural convection further assists these processes by enhancing the transfer rate as discussed in detail in Chapter 2.

The main concern with the application of SAG (foam) as an EOR method is the longevity of foam when it contacts the crude oil. Many experiments, both in bulk and porous media, have shown the detrimental effect of oil on foam stability. Therefore, foam in the absence of oil may behave differently than foam in the presence of oil. As discussed in the previous chapters the stability of foam in porous media essentially relies on the stability of the foam films (lamellae). This means that oil may influence the foam performance by affecting lamellae stability, a property that is desired when using oil as an antifoaming agent.

This chapter deals with foam performance in the presence of oil in porous media. Firstly, a brief review of the proposed mechanisms for explaining the anti-foaming action of oil (in bulk and porous media) is provided. Next we discuss the experiments in which a slug of surfactant is injected into a core containing water-flood residual oil and followed by injection of CO$_2$ or N$_2$. We end the chapter with concluding remarks.

### 8.2. FOAM STABILITY

#### 8.2.1. Disjoining pressure

Foam is a dispersion of gas in a continuous liquid phase, which is volumetrically the minor component. The gas is discontinuous and subdivided by thin liquid films, called lamellae, stabilized by surfactants. In foams the gas pressure, $p_g$, is always higher than the surrounding liquid pressure, $p_l$, and, therefore, a capillary suction occurs. The capillary pressure can be defined by the Young-Laplace equation as

$$ p_c = p_g - p_l = 2\sigma R_c + \Pi(h), $$

where $\sigma$ is the gas-water interfacial tension and $R_c$ is the mean gas-water interfacial curvature (e.g., inverse of the radius for a spherical bubble). As the film becomes thinner, two surfaces of the foam film interact with each other by long-range repulsive electrostatic and short-range attractive Van der Waals forces in accordance with the classical DLVO theory. Note that the DLVO theory does not take into account the short-range repulsive steric force that becomes important in thin Newton black films [7]. These forces (or pressures) are components of the so-called disjoining pressure, $\Pi$, which acts on the film surfaces and balances the capillary pressure. At equilibrium
Part III: Foam in Porous Media

(quasi-static situation) the disjoining pressure equals to the capillary pressure, i.e., $\Pi = p_c$. Disjoining pressure is a measure of stability of a foam film and strongly depends on the film thickness. Highly positive disjoining pressures imply strong repulsive forces between the film interfaces and a stable film, whereas negative attractive forces produce unstable films [8]. The three characteristics types of disjoining pressure isotherms in Fig. 8.2 correspond to (1) stable, (2) metastable, and (3) unstable films [9]. Above a critical capillary pressure, the lifetime of the lamellae and corresponding bulk foam becomes short. For sufficiently high capillary suction pressure (higher than maximum disjoining pressure) macroscopic disturbances may initiate film rupture. This means that foam stability is highly sensitive to the thermodynamics of the lamellae.

![Fig. 8.2: Schematic illustration of disjoining pressure isotherms (1) stable, (2) metastable and (3) unstable films. The picture is taken from Ref. [9].](image)

8.2.2. Effect of oil on foam stability

It is a well-known fact that addition of small traces of oil or hydrophobic particles (or mixture of both) may strongly influence foam stability. Three major mechanisms have been considered for the anti-foaming property of the dispersed oils: (1) aqueous film thinning rate during oil droplet entry (2) oil spreading on the water surface and (3) thin water film bridging. The antifoaming activity of an antifoam is usually explained in terms of the effects resulting from the surface activity of the antifoam or dewetting of the oil by the aqueous solution. In order to affect the foam stability oil must first enter to the gas-water interface [10,11].

As mentioned earlier the film ruptures when the imposed capillary pressure is higher than the maximum disjoining pressure. Some researchers have mentioned that oil reduces the foam lifetime by reducing the maximum disjoining pressure. Accordingly, two mechanisms have been proposed to explain this effect:
1. Surfactant may be adsorbed into the oil phase or transferred to the oil-water interface. This reduces the surfactant concentration at the gas-water interface, which in turn results in a dramatic decrease in the magnitude of the disjoining pressure.

2. Oil adsorbs into the micelles in the bulk surfactant solution or is co-adsorbed at the gas-water interface and hence, reduces the maximum disjoining pressure.

These mechanisms are less likely to occur because (a) pre-equilibration of the oil phase with the surfactant does not influence the antifoaming activity of oil [12], (b) most of the foam experiments are conducted at surfactant concentrations well above the CMC, and presumably the amount of surfactant is high enough to compensate for the surfactant loss to other places than the gas-water interface, and (c) oil solubilization does not significantly contribute to the foam instability [12,13,15]. Foam is mostly destroyed in the presence of a separate immiscible oil or hydrophobic phase. This suggests that antifoaming cannot be explained by simple phase partitioning of the surfactant or the oil.

### 8.2.2.1. Entering and Spreading

An oil droplet must first enter the gas-water surface to affect foam stability. The feasibility of droplet entry, \( E_{o/w} \), to the gas-water interface can be evaluated by an expression proposed by Harkins [15],

\[
E_{o/w} = \sigma_{wg} + \sigma_{ow} - \sigma_{og}
\]

(8.2)

In this equation \( \sigma \) is the interfacial tension and subscripts \( w, o \) and \( g \) stand for water, oil and gas respectively. Thermodynamically, when \( E_{o/w} < 0 \), the oil remains in the bulk aqueous phase forming lenses, which also contact the gas phase. It is favorable for oil to enter the gas-water surface when \( E_{o/w} > 0 \). The original entering coefficient accommodates three partial values (the initial \( E_{o/w}^{ini} \), the semi-initial \( E_{o/w}^{si} \) and the equilibrium \( E_{o/w}^{eq} \)) due to the fact that the interfacial tensions are dependent on both surfactant concentration and mutual saturations of all phases [16]. The initial coefficient describes the initial non-equilibrium condition of the system; the semi-initial coefficient is calculated when one of the phases is already saturated; and the equilibrium entry coefficient defines the system when all phases are saturated. For some systems the operative entry coefficient lies between \( E_{o/w}^{ini} \) and \( E_{o/w}^{eq} \).

It is commonly believed that when an oil droplet enters the gas-water interface it spreads over the surface. This again depends on the interfacial tensions of the phases. The spreading coefficient is defined as
The spreading does not occur when the spreading coefficient is negative. The entering and spreading coefficients are related in the following way: 

\[ -E_{o/w} = S_{o/w} \]. Therefore, a non-entering oil is thermodynamically equivalent to water spreading on a gas-oil interface. In the calculation of the spreading coefficient it is necessary to use the accurately measured values of the various tensions operative in pseudo-emulsion films (these films are formed whenever foam bubbles or lamellae contact oil) [17].

### 8.2.2.2. Generalized entering coefficient

Although the above equations give a rough guide to antifoaming action, they are often inadequate as they do not consider the geometry of the system or the influence of interfacial interactions within the film; hence, their application is limited. Therefore when applied to interpret the experiments involving oil-foam interaction in porous media they give contradictory results. It has been even pointed out that the results of bulk foam stability in the presence of oil cannot be related to foam stability in porous media [18,19].

![Fig 8.3: Schematic of foam flowing through a porous medium containing oil](image_url)

Bergeron et al. [12] defined a generalized entering coefficient that takes into account the effect of the porous medium, thin liquid films and capillary suction in the Plateau borders. This approach demonstrates the correspondence between the stable pseudoemulsion films, negative entering coefficients and oil-tolerant foams by applying the Frumkin-Derjaguin wetting theory. The basic assumption of this theory is that the stability of pseudoemulsion films determines the stability of foam in the presence of oil (see Fig. 8.3). The generalized entering coefficient is defined as

\[ E_{o/w}^g = \sigma_{wg} + \sigma_{ow} - \sigma_f \],

(8.4)
where $\sigma_f$ is the film tension and defined as

$$\sigma_f(h_0) = \sigma_{gw} + \sigma_{ow} + \int_{\Pi=0}^{\Pi=\Pi(h_0)} hd\Pi,$$

(8.5)

where $h_0$ is the equilibrium thickness of the film at a particular disjoining pressure. This reduces Eq. (8.4) to

$$E_{\omega}^{\frac{g}{\omega}} = -\int_{\Pi=0}^{\Pi=\Pi(h_0)} h d\Pi.$$

(8.6)

This equation relates the generalized entering coefficient to the disjoining pressure and therefore to the properties of the pseudoemulsion film. For pseudoemulsion films that are not highly curved at equilibrium it gives: $\Pi(h_0) = p_c$. Systems that have pseudoemulsion film isotherms with large repulsive common film branches display negative entering behavior and produce highly stable pseudoemulsion films. As a result the foam remains stable when it contacts oil.

In similar work, Lobo and Wasan [20] suggested to use the energy of interaction per unit area, $f$, as a criterion of the pseudoemulsion film stability

$$f = -\int_{h_0}^{\infty} \Pi dh$$

(8.7)

It can be concluded from Eqs. (8.6) and (8.7) that, $f(h_0) + E_{\omega}^{\frac{g}{\omega}}(h_0) = -h_0\Pi(h_0)$. For zero capillary pressure $f$ and $E_{\omega}^{\frac{g}{\omega}}$ are equivalent.

It should be noted that the idea of a generalized entry barrier is closely related to the concept of a limiting capillary pressure for foam in porous media [21]. The limiting capillary pressure in porous media without oil is close to the rupture pressure of the single foam film [8]. This means that in planar films the concept of limiting or critical capillary pressure is equivalent to the concept of critical disjoining pressure. Therefore, it can be argued that the limiting capillary pressure for foam stability when oil is present in the porous medium is close to the pressure that makes the generalized entering coefficient positive. Oil-tolerant foam in porous media can be produced by making the oil surface completely water-wet, i.e., zero contact angle.

Nevertheless, Denkov et al. [22] using the so-called film trapping technique (FTT) [23] found that the entry barrier increases with increasing surfactant concentration and micelles play a significant role in the film stabilization above a certain threshold surfactant concentration. Their calculation showed that for micron-sized oil drops there is a big difference between the values of critical
capillary pressure and critical disjoining pressure. The critical capillary pressure is a weak function of oil drop size and the asymmetric film radius while the critical disjoining pressure always scales as the inverse of drop radius. In conclusion, the critical capillary pressure is a more convenient quantity for describing the entry barriers. Moreover, Myers and Radke [24] stated that although a stable pseudoemulsion film prevents coalescence, the destruction of a pseudoemulsion film does not necessarily lead to foam coalescence. The rupture of the pseudoemulsion film allows the Plateau borders of a foam film to form a non-zero contact angle with the oil drop. The rupture mechanism depends on the foam velocity in the porous medium.

\[ \theta_{\text{ow}} < 90^\circ \text{ and (right): } \theta_{\text{ow}} > 90^\circ. \] Pictures adopted from Ref. [10].

### 8.2.2.3. Bridging of foam film by oil droplet

This mechanism was first proposed for the antifoaming effect of hydrophobic particles and later adapted to oil droplets [10]. If oil (or the hydrophobic particle) remains as a lens on one surface of the film, i.e., \( S_{\text{oil}} < 0 \), as the film thins the oil will enter the other surface forming a bridge across the film. The fate of the foam film depends on the contact angle between the surfactant solution and the oil droplet, \( \theta_{\text{ow}} \). The film ruptures when \( \theta_{\text{ow}} > 90^\circ \). The critical angle is smaller for non-spherical drops [25,26]. The bridging coefficient, \( B \), is defined as a criterion for the effect of oil bridging on foam stability

\[
B = \sigma_{\text{wg}}^2 + \sigma_{\text{ow}}^2 - \sigma_{\text{og}}^2
\]  

(8.8)

When \( B \) is positive or zero the film is unstable, while negative values of \( B \) results in stable film. The thinning of a water film or oil droplet causes formation of a hole in the lamella [27]. When \( B \geq 0 \), capillary pressure is induced in the foam film, which drives water away from the oil drop [26]. However, Denkov et al. [22] showed that in some cases small droplets can yield a stable
bridge even if the bridging coefficient is positive. This was explained by the existence of a perturbed zone of a water film in the vicinity of an oil bridge.

Comparing Eqs. (8.2) and (8.8) one can show that when the bridging coefficient is positive the entering coefficient is also positive. However, a positive entering coefficient does not guarantee a positive bridging coefficient. Therefore, in the absence of disjoining pressure, a positive bridging coefficient is a sufficient criterion for oil to enter the gas-water interface. Considering the disjoining pressure, the generalized entering coefficient must also be positive for an oil droplet to enter the gas-water interface [12]. When the bridging coefficient is negative the spreading coefficient is also negative and therefore oil drops with negative bridging coefficients do not spread. It must be noted that a negative spreading coefficient does not guarantee a negative bridging coefficient.

### 8.2.2.4. Oil emulsification and lamella number

Schramm and Novosad [28-30] proposed that the emulsification of oil into the foam structure is the mechanism of lamella rupture. The capillary suction in the Plateau border draws oil into lamellae, where a pinch-off mechanism produces emulsified oil. One can write

\[
\Delta p_c = \frac{2 \sigma_{wp}}{r_p}.
\]  

(8.9)

Here, \( r_p \) is the radius of the Plateau border. The resisting force comes from the oil tendency to minimize its interfacial area against the aqueous solution. This determines the pressure drop across that interface via:

\[
\Delta p_R = \frac{2 \sigma_{ow}}{r_o},
\]  

(8.10)

where, \( r_o \) is the oil drop radius. The ratio of these pressures gives a dimensionless number called Lamella number that along with bulk spreading and entering coefficients can characterize foam stability in porous media when oil is present:

\[
L = \frac{\Delta p_c}{\Delta p_R} = \frac{r_o \sigma_{wp}}{r_p \sigma_{ow}}.
\]  

(8.11)

If the Lamella number is larger than unity, the oil droplets are small enough to enter to the lamella by capillary suction in the Plateau border. The most stable foams are formed when the Lamella number is low and entering coefficient is negative. Nevertheless, it should be mentioned
that thermodynamically emulsification is only favored for negative values of the interfacial tension, which are physically impossible! The *Lamella number* relies on the bulk measurements and fails to explain oil effects on foam stability in porous media [31]. Moreover, it is unlikely that the oil drops, as small as the thickness of a foam film (typically between 5 and 50 nm), are formed in porous media.

![Fig. 8.5:](image)

(a) Foam lamella moving across an oil droplet a) pseudoeulsion film is stable, b) pseudoeulsion film ruptures and gas bubbles directly contact oil and c) two bubbles coalesce [24].

**8.2.2.5. Pinch-off mechanism**

Myers and Radke [24,27], using a capillary tube pore model, observed two mechanisms of rupture of foam lamellae moving across non-wetting surfaces or across portions of oil drops that enter the gas-water interface. The first mechanism, applicable for high velocity regimes (non-relevant for oil reservoirs), is Plateau border depletion. The capillary pressure in the Plateau border decreases and eventually ruptures the foam film due to the fact that the Plateau border covers the previously dry non-wetting surface. Typical velocities in the oil reservoirs are not large enough to coat a non-wetting surface or to deplete the Plateau border significantly. Therefore, a second mechanism, namely the *pinch-off mechanism* was suggested [24]. The film ruptures when oil enters the gas-water interface and gas directly contacts oil. As the lamella moves across the bare oil drops the film ruptures by pinch-off if the bridging coefficient is positive (the value of spreading coefficient is not critical). This requires the pinch-off spreading time to be less than the time required for lamellae to move across an oil drop (typically less than 0.2 sec). The different stages of this mechanism are shown in Fig. 8.5. In Fig. 8.5a, two gas bubbles separated by a foam lamella move across an oil globule. In this case, the pseudoeulsion film separates the gas bubbles from the oil globule and no rupture is observed. In Fig. 8.5b, a stable water film separating the gas bubbles from the oil droplet does not exist, and accordingly the oil globule enters the gas-water interfaces of the two bubbles. If the bridging coefficient is positive this configuration is unstable and the two
gas-water-oil three-phase contact lines move toward each other. When the two three-phase contact lines meet, the foam lamella pinches off from the oil globule, causing the two bubbles to coalesce into one as shown in Fig. 8.5c.

Based on the pinch-off mechanism the following expression was proposed for rate of foam coalescence by oil [24]:

\[ r_{co} = f_1(S_o) f_2(B, v_f) f_3(\Pi / \Pi') v_f \eta_f. \]  \hspace{1cm} (8.12)

Here, \( f_1, f_2 \) and \( f_3 \) are function of the variables in the brackets. This equation states that the rate of bubble coalescence depends on the oil saturation, the bridging coefficient determined by the interfacial tensions, the lamella velocity \( (v_f) \), the foam texture and the disjoining pressure of the pseudoemulsion films that separate gas from oil.

### 8.3. EXPERIMENTS

#### 8.3.1. Calculation of oil saturation

The set-up explained in Chapter 7 (Fig. 7.1) was used to perform the experiments. The following equation is used to calculate the oil saturation, \( S_o \), from the measured attenuation coefficients \( (HU) \), eliminating the contribution of the rock by the subtraction:

\[ S_o = \frac{1}{\varphi} \left( \frac{HU - HU_{wet}}{HU_o - HU_w} \right), \]  \hspace{1cm} (8.13)

where the subscripts wet, o and w stand for brine (or surfactant) saturated core, oil and brine respectively. The accuracy of the above equation is within \( \pm 2\% \). This equation is valid when only two phases, i.e., water and oil or water and gas are present in porous media.

#### 8.3.2. Experimental procedure

**Saturation with brine:** The core was flushed with CO\(_2\) for at least 30 minutes to replace the air in the system. Afterwards, at least 20 pore volumes of brine with the flowrate of \( q_w =2 \text{ ml/min} \) were injected into the core while the backpressure was set to \( P_b=20 \text{ bar} \). Therefore, all CO\(_2\) present in the core is dissolved into the brine and carried away. This is confirmed by the CT images.

**Drainage:** When the core was saturated with brine, it was flushed with a known amount of oil \( (q_o=0.5 \text{ ml/min}) \) to displace the brine. To overcome the gravity and consequently fingering (instability) effects the oil was injected from the top. Isopar H (with viscosity of 3 cP) was used as oil phase in the experiments.
Imbibition: The brine was injected into the core ($q_w=2 \text{ ml/min}$) from the bottom until no oil was produced and the pressure drop along the core was constant within the accuracy of the measurements.

Surfactant Injection: After water flooding the core, 1-2 pore volumes of surfactant solution was injected ($q_s=2 \text{ ml/min}$) into the porous medium from the bottom of the core. The surfactant solution contained 1 wt% of (C$_{12}$)-Alpha Olefin Sulfonate (AOS) and 3.0 wt% of NaCl.

Foam (gas) Injection: The gas was injected into the core previously flushed with the surfactant solution (SAG foam) from the bottom of the core at the experimental pressure.

8.4. RESULTS AND DISCUSSION

The images and corresponding saturation profiles of drainage and imbibition steps are similar for all of the experiments and therefore only one example is presented in Fig. 8.6. The corresponding oil saturations of the core were calculated using these images by Eq. (8.12) and are shown in Fig. 8.7. The accuracy of the last points (at $X=17 \text{ cm}$) is not good due to the beam hardening effects at the edges of the core-holder [32]. As can be seen, the injected oil (brine) displaces the brine (oil) in a manner expected from the Buckley-Leverett theory, i.e., showing a rarefaction and a shock part. It should be mentioned that the residual oil saturation may vary in different axial slices made from the core as Fig. 8.7 shows the calculated saturation only for the central part of the core. The oil distribution in the core may also vary from the experiment to experiment.

Fig. 8.6: CT images of an example of the drainage (left) and imbibition stages (right) of the experiments: Oil (Isopar H) is injected from top of the core initially saturated with brine (drainage). Afterwards, brine is injected from the bottom (imbibition)
Chapter 8: Foam in the Presence of Oil

8.4.1. Low-pressure experiments

8.4.1.1. CT scan images and production data

Figure 8.8 presents the CT images of the central part of the N\textsubscript{2} and CO\textsubscript{2} experiments respectively. The time of each image is also shown in terms of the dimensionless time, i.e., pore volumes, PV, which is the ratio between the cumulative volume of injected fluids (in these experiments only gas) and the volume of the pore space in the porous medium. In these experiments N\textsubscript{2} was injected at the flowrate of 0.50 ml/min (~2 ft/day) and CO\textsubscript{2} at the flowrate of 0.75 ml/min into the core initially flooded with 1.0 PV of the surfactant solution (SAG scheme). The blue, red and orange colors represent the foam (gas and surfactant solution), water \( S_w \) and water-flood residual (or more accurately remaining) oil \( S_o \), respectively. The green part constitutes the three phase region. The remaining oil fractions of the core are given in Table 8.1 for both experiments after water-flooding. The general features of both experiments in the water saturated part (red) are similar to the experiments discussed in Chapter 7, i.e., N\textsubscript{2} almost immediately appears in the core while a considerable amount of CO\textsubscript{2} is injected into the core before it becomes visible. As time passes the orange part of the core (close to the oil-water interface) becomes more reddish implying that foam displaces the aqueous phase from the water-saturated part towards the core outlet in a way typical of a high viscosity fluid displacing a liquid. After about 0.20 PV the N\textsubscript{2} reaches the oil-water contact; while this time is more than 1.0 PV for CO\textsubscript{2}. This is likely due to the higher solubility of CO\textsubscript{2} in water as discussed in the previous chapter. The gas breakthrough occurs earlier than 0.30 PV for the N\textsubscript{2} experiment. This suggests that presence of oil significantly increases the gas mobility by destroying the foam. The CT images clearly show that when N\textsubscript{2} reaches the oil-water contact the foam front disappears, at least partially. This leaves a higher liquid saturation at the oil-water contact due to capillary effects. Part of the gas bypasses the oil and the other part channels through the oil containing part of the core.
Fig. 8.8: CT images of (a) N$_2$ and (b) CO$_2$ foam flow (blue: gas and surfactant solution) in a porous medium initially saturated with surfactant solution (red) and water-flood residual oil (orange: surfactant solution and oil) at $P=1$ bar and $T=20$ °C. The time of each image is shown in pore volumes of the injected gas. The green part after 1.30 PV constitutes the region where there are three phases. Gas is injected from the bottom.

The interesting feature in the N$_2$ experiment is the existence of a liquid bank ahead of the gas (foam) front. This becomes more obvious from Fig. 8.9 in which the oil and water production data are presented. It turns out from these plots that at the time when N$_2$ occupies the entire length of the core (~0.40 PV) large amounts of liquid (water and oil) are already produced. Strictly speaking almost all of the oil (within the accuracy of our measurements) is produced at this time emphasizing the fact that foam pushes the oil out of the core (see Fig. 8.10).
Table 8.1: Summary of the experiments at atmospheric pressure

<table>
<thead>
<tr>
<th>Gas</th>
<th>Pressure [bar]</th>
<th>Injected Oil [ml]</th>
<th>Waterflood Sor [%]</th>
<th>Waterflood Recovery [%]</th>
<th>Surfactant Recovery</th>
<th>Inc. Gas Recovery [%]</th>
<th>Total Recovery [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>N₂</td>
<td>1.0</td>
<td>15.0</td>
<td>32±2</td>
<td>47±2</td>
<td>-</td>
<td>9.0±0.5</td>
<td>56±2</td>
</tr>
<tr>
<td>CO₂</td>
<td>1.0</td>
<td>15.5</td>
<td>33±2</td>
<td>46±2</td>
<td>-</td>
<td>4.0±0.5</td>
<td>50±2</td>
</tr>
</tbody>
</table>

Fig. 8.9: Production history of (a) oil and (b) water in N₂ and CO₂ SAG experiments at $P=1$ bar and $T=20^\circ C$. The first few points of the water production exhibit a starting up effect.

Fig. 8.10: Cumulative oil production history of N₂ and CO₂ SAG experiments at $P=1$ bar and $T=20^\circ C$.

Similar to N₂, when CO₂ reaches the oil-water contact (OWC) the sharp interface between the gas and the liquid is destabilized; to a smaller extent though. CO₂ is not as dispersed as N₂ in the oil phase. Instead similar to the water-saturated part of the core, CO₂ dissolves into oil and moves slower than N₂, possibly due to its higher solubility in both water and oil compared to N₂. The production in the CO₂ experiment is less than in the N₂ experiment. Most likely in the CO₂ experiment there is much less foam generation in the oil containing part because of (1) higher
solubility of CO$_2$, which leaves lesser free CO$_2$ gas for foaming, and (2) detrimental effect of oil on foam stability as discussed in the previous section. The small oil production in the CO$_2$ experiment can be attributed to the small amount of gas that is not dissolved.

**Fig. 8.11:** Pressure drop across the entire core (green) and in the water part of the core (red) for N$_2$ foam.

**Fig. 8.12:** Pressure drop across the entire core for N$_2$ foam (dashed line) and CO$_2$ foam (solid line) at $P=1$ bar and $T=20^\circ$C.

**8.4.1.2. Pressure profiles**

Figure 8.11 shows the pressure drop along the water saturated part (red line) and the entire core for N$_2$ foam (green line). It becomes evident from this figure that although a large fraction of the pressure drop is in the water part, injection of surfactant prior to N$_2$ slightly reduces its mobility despite the presence of oil. The pressure drop in the upper part of the core is less than one third of the total pressure drop. The pressure profile obtained in this experiment for water part is consistent with the pressure values presented in Fig. 7.5.
Figure 8.12 compares the measured pressure drops versus dimensionless time (PV) of the two experiments. Unlike the oil-free experiments of Chapter 7, the difference between the pressure drops is not large and insignificant after one PV. However, considering the differences in flowrates it appears that N₂ injection builds up a higher pressure drop than CO₂ injection, in particular prior to gas breakthrough. This could explain the slightly higher production for the N₂ experiment.

**8.4.2. Supercritical CO₂ experiments** *(P=90 bar and T=50 °C)*

Two experiments were carried out to investigate the effect of surfactant and foamed CO₂ on the oil recovery for a supercritical CO₂ EOR process. In these experiments the back-pressure was set to 90 bar and the core was heated up to 50 °C. The experimental procedure and materials were similar as for the low-pressure experiments.

*8.4.2.1. CO₂ injection (Exp-01)*

In this experiment the core was first saturated with doped brine and oil was injected from the top afterwards. Due to some technical problems with the pump, the oil was injected at atmospheric pressure into the core. The injection was monitored by scanning the core at different time steps. During the injection it was noticed that gas was also injected into the core together with the oil. Two reasons might have caused this problem: 1) gas was already present in the pump and/or 2) the pump sucked air due to the existence of leakages in the injection line.

Figure 8.13 shows the CT images of the drainage and imbibition stages of this experiment. Gas, oil and water are respectively represented by blue, green and red. It is observed that during the
drainage stage, a substantial amount of gas unintentionally entered the core. The comparison between the two slices on the left side of the dashed line shows the uneven distribution of oil in the core. After stopping oil injection the back-pressure was increased up to 90 bar and water was injected from the bottom into the core. The two pictures at the right side of Fig. 8.13 show the fluid distribution inside the core. As can be observed, the air is trapped in some parts of the core and remains immobile. Figure 8.14 shows the calculated oil saturation along the core. From the CT calculations the maximum amount of oil inside the core is about 6 ml after water-flooding. This value is taken to compare the performance of CO₂ flooding and CO₂ foam, which will be described below.

**Fig. 8.14:** Oil saturation after water-flooding in Exp-01. The total amount of oil inside the core is estimated to be about 6 ml from CT calculations.

### 8.4.2.2. CO₂ foam (Exp-02)

The drainage and imbibition stages of this experiment did not suffer from any technical problems. Water-flooding produced about 44% of the initial oil, which is similar to the recovery of the low pressure experiments. Only for comparison purposes, in the following the same water-flooding recovery factor for both the Exp-01 and Exp-02 experiments will be assumed. Unlike the surfactant free Exp-01 experiment, 1.5 PV of surfactant solution was injected into the core in the Exp-02 experiment after water-flooding. The injection of surfactant did not recover additional oil. The features of the two experiments are discussed in detail here below.

### 8.4.2.3. CT images

Figure 8.15 presents the CT images of the two experiments at corresponding times. In the Exp-01 experiment, CO₂ was injected into a core without surfactant (after water-flooding) and in the Exp-02 experiment it was injected into a core, which was first flooded by surfactant solution. In both experiments CO₂ was injected with a constant flowrate of 1.0 ml/min (~1.2 m/day). The blue, red
and orange colors represent the gas, water $S_w = 1$ and water-flood residual oil $S_{or}$, respectively. The green part constitutes the three phase region. The images reveal that when CO$_2$ is injected into the core initially saturated with the brine, there is no (clear) sharp interface between the gas and the brine. CO$_2$ forms channels through the brine and reaches OWC at a time between 0.04 and 0.09 PV. When CO$_2$ is injected into the core initially saturated with surfactant solution a clear interface between the moving gas and the liquid appears at the oil free part. Foaming of CO$_2$ increases the time at which CO$_2$ reaches the OWC. However, comparing the two sets of images, it seems that injection of surfactant does not have a significant effect on the CO$_2$ transfer through the oil-saturated part. In both experiments there is no clear interface between gas and liquid and the times required for CO$_2$ to travel from the OWC to the core outlet are comparable.

![CT images of (a) Exp-01 and (b) Exp-02 in a porous medium initially saturated with surfactant solution (red), gas (blue) and water-flood residual oil (orange) at P=90 bar and T=50 °C. The time of each image is shown in pore volumes of the injected gas. CO$_2$ is injected from the bottom.](Fig. 8.15)

8.4.2.4. Pressure profiles
Figure 8.16 plots the measured pressure drops versus dimensionless time (PV) of the two experiments. The maximum in both curves corresponds to the gas breakthrough time. The breakthrough happens later in the Exp-02 experiment due to the foaming of CO$_2$ in the first half of the core. Moreover, Fig. 8.16 shows that injection of CO$_2$ into a core with surfactant (Exp-02 experiment) builds up a higher pressure, confirming the presence of foam. After CO$_2$ breakthrough there is no difference between the pressures of the two experiments, as the pressure curves overlap.

![Pressure drop across the entire core for the Exp-01 and the Exp-02 experiments.](image)

**Fig. 8.16:** Pressure drop across the entire core for the Exp-01 and the Exp-02 experiments.

### 8.4.2.5. Production profiles

Figure 8.17 presents the cumulative water and oil production of the two experiments. The small difference between the two water production curves can be attributed to the formation of foam. This slightly delays the water (and oil) production and more importantly sweeps more water from the first half of the core, which explains the slightly higher water production in the Exp-02 experiment. The results are consistent with the experiments of Chapter 7. The ultimate oil recoveries of the two experiments are also similar. Given the fact that the amount of oil in the Exp-01 experiment was lower than in the Exp-02 experiment prior to CO$_2$ injection, it can also be concluded that Exp-01 performs slightly better than Exp-02. However, this difference can be due to the fact that we used two different cores in our experiments.

It is possible to evaluate the CO$_2$ injection performance with the dimensionless Tertiary Recovery Factor (TRF) defined as

\[
TRF = \left( \frac{Q_o}{Q_{w,co}} \right) \frac{PV}{g,\text{inj}},
\]

(8.14)
where \( Q_o \) is the amount of produced oil, \( Q_{nw} \) is the amount of oil that is left in the porous medium after water-flooding and \( PV_{g,\text{inj}} \) is the cumulative pore volume of the gas injected. The definition is adapted from Ref. [33] and normalizes the recoveries for comparison purposes. Figure 8.18 shows the normalized oil production for two experiments. Once again there is little difference in the oil recovery of two experiments.

![Fig. 8.17: Cumulative water and oil production of Exp-01 and Exp-02 vs. PV's of injected CO\(_2\)](image)

![Fig. 8.18: Tertiary recovery factor of Exp-01 and Exp-02 calculated from Eq. (8.14) vs. PV's of injected CO\(_2\)](image)

### 8.5. CONCLUSIONS

We showed that, under gravity stable conditions and using AOS as surfactant and Isopar H as oil, injection of a foaming agent prior to \( \text{CO}_2 \) injection above its critical point does not produce extra oil compared with tertiary gas recovery. This is due to the fact that presence of oil does not allow formation of foam in the porous medium. Nevertheless, we observed that it is possible to reduce the mobility of sub- and super-critical \( \text{CO}_2 \) when there is no oil present. Moreover, we found that
N₂ can form weak foam zone in the presence of oil, ahead of which an oil bank moves towards the outlet of the porous medium. In this case, foaming of the gas enhances the oil recovery compared to gas injection.

On a reservoir scale, injection of surfactant followed by CO₂ injection (SAG or Foam) reduces the gas mobility in the regions where the oil saturation is very low. The reduction of gas mobility and blocking of the high permeable streaks will result in diversion of a portion of the injected gas into regions with higher oil saturation. Consequently, as more CO₂ contacts the oil in porous media and the pressure increases, extra oil will be produced by foaming CO₂. Therefore, foam will considerably improve CO₂ utilization efficiency by reducing the amount of CO₂ required per unit of oil produced. Furthermore, delayed gas breakthrough and moderate gas production (lower gas to oil ratio) in the production wells will diminish the costs and problems associated with CO₂ handling. In conclusion, similar to steam foam, foaming of CO₂ can improve the ongoing (CO₂)-EOR process and cannot be considered as a separate EOR process.
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Chapter 9

SUMMARY & CONCLUSIONS

The results of this thesis give insight into the (mass)-transfer during flow of gases, especially CO$_2$, in various gas-liquid systems. A number of experiments was performed to investigate the transport phenomena through interfaces with and without surfactant monolayers. The observed phenomena have been incorporated into physical models to predict the fate of CO$_2$ overlaying a bulk liquid or liquid saturated porous media. Moreover, dynamics of (CO$_2$)-foam flow in oil-free and oil-saturated porous media was studied using X-ray tomography. These results are applicable in CO$_2$ sequestration and CO$_2$ EOR projects. Sections 9.1 to 9.3 summarize the main results of this thesis.

9.1. PART I: MASS TRANSFER ASPECTS OF CO$_2$ SEQUESTRATION

The mass transfer of CO$_2$ into liquids was studied in a PVT cell, following the pressure history of a gas phase overlaying a liquid column. It was found that the transfer rate of CO$_2$ into water is significantly higher than predicted from diffusion based models. By extending the experimental time to a few days we showed that the transfer rate decreases over time and it is not possible to model the experiments employing Fick’s law with a single (effective)-diffusion coefficient. The short-time and long-time limits of the experiments could be modeled asymptotically to obtain two effective diffusion coefficients. These coefficients are fitting parameters with no physical meaning. The measured effective diffusion coefficients for the short times were two orders of magnitude larger than the molecular diffusivity whereas long-time diffusion coefficients agree with the molecular diffusivity of CO$_2$ in water. It was suggested that at the early stages of the experiments density-driven natural convection enhances the mass transfer of CO$_2$ into water. The results of experiments show that the addition of SDS to water has no measurable effect on the transfer rate at our experimental conditions. A similar mass transfer enhancement was observed for the mass transfer between a gaseous CO$_2$ rich phase with two hydrocarbons (n-decane and n-hexadecane). The effect is less significant for n-hexadecane due to its higher viscosity.
To fully explain the measured pressure trend, a physical model based on density-driven natural convection and diffusion was formulated. The model uses a number of simplifying assumptions, e.g., that Henry's law is applicable at the interface. Simulation results show that the convective velocity increases until it reaches a maximum and then diminishes gradually as natural convection effects become less important. The maximum velocity corresponds to the time in which the CO$_2$ front reaches the bottom of the vessel. There is a strong correlation between the fluid velocity and the concentration profile with the experimental pressure decline rates. The measured and theoretically predicted pressure decline in the gas phase agree within experimental error.

Using the knowledge obtained from bulk liquid experiments, we demonstrated the importance of natural convection in the rate of CO$_2$ storage in aquifers. Initially the CO$_2$ front moves proportional to the square root of time (diffusion behavior) for different Rayleigh numbers and then the relationship becomes linear (convection behavior). The time, in which the switching happens, decreases with increasing Rayleigh number. The occurrence of natural convection accelerates the rate of CO$_2$ dissolution. The simulation results show that the non-linear behavior of the flow is strongly dependent on the Rayleigh number. However, as time elapses the number of the fingers decreases due to the decreasing effect of natural convection, similar to the experimental results. This effect can also be observed from the decreasing values of the stream function.

9.2. PART II: FOAM FILMS

The mass transfer of gases through foam films is an intriguing problem as two surfactant monolayers interact with each other through surface forces. We chose an Alpha Olefin Sulfonate (AOS) surfactant to investigate the effect of different parameters on the transfer rate of gas through foam films. Prior to these experiments, basic properties of AOS solutions and foam films made from those solutions were studied. We showed that, except for salt free solutions, the addition of salt (NaCl) does not change the adsorption at gas-liquid interface of bulk solutions $\Gamma_s$, calculated from surface tension measurements. The thickness of the films remains constant for a concentration range of $c_{\text{AOS}} > 0.003$ wt% at a fixed salt concentration of $c_{\text{NaCl}} = 0.50$ M. However, the film thickness decreases with addition of NaCl due to the screening of the repulsive forces.

The film permeability coefficient, $k$, depends on the permeability and thickness of the film aqueous core and the permeability of the surfactant monolayers. We observed that $k$ increases as the film thickness decreases until a certain value and sharply decreases afterwards. We conclude that beyond that critical point the film permeability is governed by the monolayer permeability, i.e., the adsorption density of the surfactant monolayers, and hence, the decrease of $k$ after this
point can be explained by decreased permeability of the monolayers. The film permeability showed an unexpected increase at high surfactant concentrations well above the CMC. We hypothesize that this is a result of faster gas transport via the aqueous film core facilitated by the micelles. Experiments at different temperatures allowed the energy of the permeability process to be estimated using the simple energy barrier theory.

9.3. PART III: FOAM IN POROUS MEDIA
The foaming behavior of CO$_2$ and N$_2$ were compared in natural sandstone cores by means of a CT scanner (X-ray) in the absence and presence of oil. It has been shown that injection of a slug of surfactant prior to CO$_2$ injection can reduce the CO$_2$ mobility, below and above its critical point, when there is no oil present in the medium. In the oil-free porous media, foaming of CO$_2$ builds up a lower pressure drop over the core at both low and high pressures compared to N$_2$. Both gases require a certain penetration depth to develop into foam. The penetration depth is longer for N$_2$ (large entrance effect) and increases with increasing gas velocity. The CT images and calculated water saturation profiles reveal that N$_2$ foam displaces the liquid in a front-like manner (sharp-vertical interface) while the propagation front for CO$_2$ foam is somewhat smeared out at low pressure. Moreover, the ultimate production of N$_2$ foam is always higher than CO$_2$ foam. The observed differences in the foaming behavior of the two gases can be related to the differences in their nature, mainly solubility in water, interfacial tensions, pH effects and the possible wettability effects. From these various factors solubility is most likely the most critical one.

At low pressure experiments ($P=1$ bar) injection of N$_2$ after surfactant forms a weak foam when the porous medium is partially saturated with oil. As a result, an oil bank is formed ahead of the foam front and results in additional oil recovery compared to N$_2$ injection alone. CO$_2$ injection, with the same flowrate, does not foam in the core. Above its critical point ($P=90$ bar), no difference was observed between CO$_2$ injection and CO$_2$ foam in terms of recovery and pressure drop over the core. Our experimental results show that injection of surfactant prior to CO$_2$ injection can improve the ongoing CO$_2$-EOR by reducing the gas mobility in the thief zones and diverting CO$_2$ into regions with higher oil saturation. However, it is less likely that CO$_2$ foam itself produces oil from the reservoir.

9.4. IMPLICATIONS FOR EOR
The work described here has the following implications for CO$_2$ storage and CO$_2$ EOR.

- Natural convection effects are favorable for recovery of hydrocarbons because the mixing zone between CO$_2$ gas and the oil becomes longer, which improves the vertical sweep efficiency and the Buckley-Leverett displacement efficiency.
• Permeation of gas through foam films is a strong function of salinity of the water and plays an important role in the efficiency of foam application in Petroleum Engineering.
• Nature of the injected gas plays an important role in the efficiency of foam displacement.
• Foaming of CO\textsubscript{2} above its critical point does not affect the oil recovery.
• Foaming of CO\textsubscript{2} can improve the oil recovery by improving the CO\textsubscript{2} utilization efficiency, i.e., by reducing the gas mobility in the high permeable zones of the reservoir and diverting it into regions with higher oil saturation.
Appendix A

Solution of Fick’s Law with a Time-Dependent Boundary Condition

A.1. Physical Model

The molar flux of a gas into a liquid can be expressed by Fick’s law as

$$\frac{\partial c}{\partial t} = D \frac{\partial^2 c}{\partial z^2}, \quad (A.1)$$

where, $D$ is the effective diffusion coefficient of gas and $c$ is the concentration of gas in the liquid phase. Initially there is no gas in the liquid, i.e.

$$c(z,0) = 0, \quad (A.2)$$

B.C.1: No-flow boundary condition can be used which means that there is no flow at the end of the liquid column, $z = L_2$ which mathematically means:

$$\left. \frac{\partial c}{\partial z} \right|_{z=L_2} = 0. \quad (A.3)$$

However, due to the fact that the diffusion process is slow and the liquid column is large, one can assume that the concentration of the gas is zero at the end of the tube ($z \to \infty$). This will simplify the solution of the diffusion equation into the liquid bulk.

B.C.2: One part of the changes of the total moles of the gas in the system is due to the diffusion into the liquid bulk and assuming an ideal gas behavior for the gas at the experimental pressure the mass flux of the gas at the interface can be written as:

$$\left. \frac{dn_g}{dt} \right|_{z=0} = \frac{V}{ZRT} \left. \frac{dP_g}{dt} \right|_{z=0} = -DS \left. \frac{\partial c}{\partial z} \right|_{z=0}, \quad (A.4)$$
where \( V \) and \( S \) are the gas volume and the cross-sectional area of the cell respectively and \( R \) is the universal gas constant. \( V \) is also assumed to be constant (fixed boundary).

The gas pressure also can be related to its concentration by assuming instantaneous thermodynamic equilibrium at the interface using Henry's law which states that the pressure of a gas above a solution is proportional to its mole fraction (concentration) in the solution, i.e.,

\[
P_g(t) = k_x(t) = k_H c(t)
\]  

(A.5)

where \( x(t) \) is the mole fraction of the gas and \( k_H \) is taken as Henry's law proportionality constant. By substituting Henry's law for the gas pressure in Eq. (A.3) we will obtain

\[
-D S \frac{\partial c}{\partial z} \bigg|_{z=0} = \frac{V k_H}{Z R T} \frac{\partial c}{\partial t} \bigg|_{t=0}.
\]  

(A.6)

### A.2. Solution by Laplace Transform method

Equation (A.1) has a time dependent boundary condition and can be solved by Laplace transform method. Laplace form of Eq. (A.1) is

\[
\frac{\partial^2 \bar{C}}{\partial z^2} - \frac{s}{D} \bar{C} = 0,
\]  

(A.7)

which has the general solution of

\[
\bar{C}(s) = A(s) \exp \left( \frac{s}{\sqrt{D}} z \right) + B(s) \exp \left( -\frac{s}{\sqrt{D}} z \right).
\]  

(A.8)

This leads to

\[
\frac{\partial \bar{C}}{\partial z} = A(s) \sqrt{\frac{s}{D}} \exp \left( \frac{s}{\sqrt{D}} z \right) - B(s) \sqrt{\frac{s}{D}} \exp \left( -\frac{s}{\sqrt{D}} z \right).
\]  

(A.9)

From Eq. (A.3) we can write

\[
\frac{\partial \bar{C}}{\partial z} \bigg|_{z=L_2} = A(s) \sqrt{\frac{s}{D}} \exp \left( \frac{s}{\sqrt{D}} L_2 \right) - B(s) \sqrt{\frac{s}{D}} \exp \left( -\frac{s}{\sqrt{D}} L_2 \right) = 0,
\]

Thus,
\[ B(s) = A(s) \exp \left( 2L_2 \sqrt{\frac{s}{D}} \right). \]  
(A.10)

From Eq. (A.6) it follows

\[ -D \frac{\partial \bar{C}}{\partial z} \bigg|_{z=0} = \frac{L_i k_H}{ZRT} \left( s \bar{C}(s) - \frac{P_i}{k_H} \right) \bigg|_{z=0}, \]  
(A.3)

Using Eq. (A.9) we write

\[ \sqrt{s} D \left( A(s) - B(s) \right) = \frac{L_i k_H}{ZDRT} \left( s \left( A(s) + B(s) \right) - \frac{P_i}{k_H} \right) \bigg|_{z=0}, \]  
(A.4)

Substituting \( B(s) \) from Eq. (A.10) leads to

\[
\begin{align*}
\sqrt{s} D A(s) \left( 1 - \exp \left( 2L_2 \sqrt{\frac{s}{D}} \right) \right) = & \frac{L_i k_H}{ZDRT} \left( s A(s) \left( 1 + \exp \left( 2L_2 \sqrt{\frac{s}{D}} \right) \right) - \frac{P_i}{k_H} \right), \\
\left[ \sqrt{s} D \left( 1 - \exp \left( 2L_2 \sqrt{\frac{s}{D}} \right) \right) - \frac{s L_i k_H}{ZDRT} \left( 1 + \exp \left( 2L_2 \sqrt{\frac{s}{D}} \right) \right) \right] A(s) = & - \frac{L_i P_i}{ZDRT},
\end{align*}
\]

Therefore,

\[ A(s) = \frac{1}{s \frac{k_H}{P_i} \left( 1 + \exp \left( 2L_2 \sqrt{\frac{s}{D}} \right) \right) - \frac{DZRT}{P_i L_i} \sqrt{s} D \left( 1 - \exp \left( 2L_2 \sqrt{\frac{s}{D}} \right) \right) }. \]  
(A.13)

We define,

\[ k_i(s) = \exp \left( 2L_2 \sqrt{\frac{s}{D}} \right) \]  
(A.14)

\[ \xi = \frac{ZRT \sqrt{D}}{P_i L_i} \]  
(A.15)

\[ \zeta = \frac{k_H}{P_i} \]  
(A.16)

Therefore we can re-write
\[ A(s) = \frac{1}{\varsigma s \left( 1 + k_i(s) \right) - \xi \sqrt{s} \left( 1 - k_i(s) \right)}, \quad (A.17) \]
\[ B(s) = \frac{k_i(s)}{\varsigma s \left( 1 + k_i(s) \right) - \xi \sqrt{s} \left( 1 - k_i(s) \right)}, \quad (A.18) \]
\[ \bar{C}(s) = \frac{1}{\varsigma s \left( 1 + k_i(s) \right) - \xi \sqrt{s} \left( 1 - k_i(s) \right)} \left[ \exp \left( \frac{s}{\sqrt{D}} \right) + k_i(s) \exp \left( -\frac{s}{\sqrt{D}} \right) \right]. \quad (A.19) \]

**A.3. Mass Balance in the boundary**

From Eq. (A.4) we can obtain:

\[ \frac{V}{ZRT} \left( \bar{P}_g - P_i \right) = -DS \sqrt{\frac{s}{D}} \left[ A(s) - B(s) \right] \quad (A.20) \]
\[ s \bar{P}_g - P_i = -\frac{ZRT \sqrt{D}}{L_i} \frac{\sqrt{s} \left[ 1 - k_i(s) \right]}{\varsigma s \left( 1 + k_i(s) \right) - \xi \sqrt{s} \left( 1 - k_i(s) \right)} \quad (A.21) \]

Therefore;

\[ \bar{P}_g = P_i - \frac{ZRT \sqrt{D}}{s L_i} \frac{1 - k_i(s)}{\varsigma s^{\frac{3}{2}} \left( 1 + k_i(s) \right) - \xi s \left( 1 - k_i(s) \right)} \quad (A.22) \]

or,

\[ \frac{\bar{P}_g(s)}{P_i} = 1 - \frac{1 - k_i(s)}{s^{\frac{3}{2}} \left( 1 + k_i(s) \right) - s \left( 1 - k_i(s) \right)} \quad (A.23) \]

and finally,

\[ \frac{\bar{P}_g(s)}{P_i} = 1 - \frac{1}{s^{\frac{3}{2}} \left( 1 + k_i(s) \right) - s \left( 1 - k_i(s) \right)} \quad (A.24) \]

where

\[ \chi = \frac{ZRT \sqrt{D}}{L_i k_H}. \quad (A.25) \]

**A.4. Inverse Laplace of Eq. (A.24)**

The gas pressure as a function of time can be found by Laplace inversion of Eq. (A.24), i.e.,
In these equations \( L^{-1} \) is the inverse Laplace operator. In the following we obtain the Laplace transform of the second term in Eq. (A.26).

\[
\frac{\chi}{s(s^{1/2} - \chi)} = \frac{A}{s} + \frac{B \chi}{s^{1/2} - \chi} = \frac{A(s^{1/2} - \chi) + B \chi s}{s(s^{1/2} - \chi)} = \frac{(As^{-1/2} + B \chi) s - A \chi}{s(s^{1/2} - \chi)}
\]

This gives: \( A = -1 \), \( B = \chi^{-1} s^{-1/2} \). Thus one can write

\[
L^{-1}\left(\frac{\chi}{s^{3/2} - \chi s}\right) = L^{-1}\left(\frac{-1}{s} + \frac{1}{s - \chi s^{1/2}}\right)
\]

\[
L^{-1}\left(\frac{\chi}{s^{3/2} - \chi s}\right) = -1 + L^{-1}\left(\frac{1}{s + (\chi^2 s^{1/2})}\right) = -1 + \exp(\chi^2 t) \text{erfc}(\chi^{1/2} t) \tag{A.27}
\]

where, we applied the following rule:

\[
L^{-1}\left(\frac{1}{s + \sqrt{a s}}\right) = \exp(at) \text{erfc}(\sqrt{at}) \tag{A.28}
\]

From Eqs. (A.26) and (A.27) an expression is obtained for gas pressure:

\[
P_g(t) = P_i \left[ 2 - \exp(\chi^2 t) \text{erfc}(\chi \sqrt{t}) \right] \tag{A.29}
\]
Appendix B

Formulation and Numerical Scheme of Natural Convection in Porous Media

B.1. Model Equations

For the 2-D porous medium depicted in Fig. B.1, the governing equations can be written as

(a) Continuity Equation

\[ \frac{\varphi}{\partial t} \frac{\partial \rho}{\partial \varphi} + \frac{\partial (\rho U_x)}{\partial X} + \frac{\partial (\rho U_z)}{\partial Z} = 0 , \quad (B.1) \]

(b) Darcy’s law

\[ U_x = -\frac{k_h}{\mu} \frac{\partial p}{\partial X} , \quad (B.2) \]
\[ U_z = -\frac{k_e}{\mu} \left( \frac{\partial p}{\partial Z} - \rho g \right) , \quad (B.3) \]

(c) Concentration

\[ \frac{\varphi}{\partial t} \frac{\partial c'}{\partial \varphi} + U_x \frac{\partial c'}{\partial X} + U_z \frac{\partial c'}{\partial Z} = \varphi D \left( \frac{\partial^2 c'}{\partial X^2} + \frac{\partial^2 c'}{\partial Z^2} \right) . \quad (B.4) \]

The fluid becomes denser when CO₂ is present at the top part of the porous medium. We assume that the liquid density changes linearly with the increasing CO₂ concentration, i.e.,

\[ \rho = \rho_0 \left( 1 + \beta_c \left( c' - c'_0 \right) \right) , \quad (B.5) \]

from which we obtain

\[ \frac{\partial \rho}{\partial X} = \rho_0 \beta_c \frac{\partial c'}{\partial X} . \quad (B.6) \]
Cross-differentiating Eqs. (B.2) and (B.3), Eq. (B.2) with respect to $Z$ and Eq. (B.3) with respect to $X$:

\[
\frac{\partial U_z}{\partial Z} = -\frac{k_h}{\mu} \frac{\partial^2 p}{\partial X \partial Z} \tag{B.7}
\]

\[
\frac{\partial U_z}{\partial X} = -\frac{k_v}{\mu} \left( \frac{\partial^2 p}{\partial Z \partial X} - \frac{\partial p}{\partial X} q \right) = -\frac{k_v}{\mu} \frac{\partial^2 p}{\partial Z \partial X} + \frac{k_v g \rho_0 \beta_s c}{\mu} \frac{\partial c^\prime}{\partial X} \tag{B.8}
\]

Subtracting Eq. (B.8) from Eq. (B.7) and re-arranging the result will omit the pressure term:

\[
\frac{\partial U_z}{\partial X} \frac{\partial U_z}{\partial Z} = \frac{k g \rho_0 \beta_s}{\mu} \frac{\partial c^\prime}{\partial X} \tag{B.9}
\]

It is assumed that the porous medium is isotropic with a single permeability of $k$ and the height and length of the medium are equal, i.e., $L = H$. Therefore, the equations to be solved are Eqs. (B.1), (B.4) and (B.9) to obtain $U_x$, $U_z$ and $c^\prime$.

**B.2. Dimensionless form of the equations**

We take $H$ as characteristic length and define the following dimensionless variables
Thus, after applying the Boussinesq approximation the dimensionless form of the equations can be written as

\[
\frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial z^2} = \text{Ra} \frac{\partial c}{\partial x}, \quad (B.11)
\]

\[
\frac{\partial c}{\partial \tau} + \frac{\partial \psi}{\partial z} \frac{\partial c}{\partial x} - \frac{\partial \psi}{\partial x} \frac{\partial c}{\partial z} = \frac{\partial^2 c}{\partial x^2} + \frac{\partial^2 c}{\partial z^2}. \quad (B.12)
\]

**B.3. Numerical Solution of the equations**

The system of equations is solved by Finite Volume Method following the approach of Guceri and Farouq.

**B.3.1. Computation of the stream function from Eq. (B.11):**

\[
\int_{x_1}^{x_2} \int_{z_a}^{z_b} \left[ \frac{\partial}{\partial x} \left( \frac{\partial \psi}{\partial x} \right) + \frac{\partial}{\partial z} \left( \frac{\partial \psi}{\partial z} \right) \right] dx \, dz = \text{Ra} \int_{x_1}^{x_2} \int_{z_a}^{z_b} \frac{\partial c}{\partial x} dx \, dz \quad (B.13)
\]

*First term:*
\begin{equation}
\int_{z_a}^{z_b} \int_{x_a}^{x_b} \left[ \frac{\partial}{\partial x} \left( \frac{\partial \psi}{\partial x} \right) \right] dx dz = \int_{z_a}^{z_b} \left( \frac{\partial \psi}{\partial x} \right)_{x_b}^{x_a} dx = \left( \frac{\partial \psi}{\partial x} \right)_{x_b}^{x_a} \Delta x = \left[ \frac{\left( \psi_E - \psi_p \right) - \left( \psi_p - \psi_W \right)}{\Delta x} \right] \Delta z
\end{equation}

\begin{equation}
= \left( \psi_E - 2\psi_p + \psi_W \right) \frac{\Delta z}{\Delta x}
\end{equation}

Second term:

\begin{equation}
\int_{z_a}^{z_b} \int_{x_a}^{x_b} \left[ \frac{\partial}{\partial z} \left( \frac{\partial \psi}{\partial z} \right) \right] dx dz = \int_{z_a}^{z_b} \left( \frac{\partial \psi}{\partial z} \right)_{z_b}^{z_a} dx = \left( \frac{\partial \psi}{\partial z} \right)_{z_b}^{z_a} \Delta x = \left[ \frac{\left( \psi_N - \psi_p \right) - \left( \psi_p - \psi_S \right)}{\Delta z} \right] \Delta x
\end{equation}

\begin{equation}
= \left( \psi_N - 2\psi_p + \psi_S \right) \frac{\Delta x}{\Delta z}
\end{equation}

Third term:

\begin{equation}
Ra \int_{z_a}^{z_b} \int_{x_a}^{x_b} \frac{\partial c}{\partial x} dx dz = Ra \frac{\left( c_E - c_W \right)}{2} \Delta z
\end{equation}

Replacing Eqs. (B.14)-(B.16) in Eq. (B.13) provides the following equation to calculate the stream function:

\begin{equation}
\left( \psi_E - 2\psi_p + \psi_W \right) \frac{\Delta z}{\Delta x} + \left( \psi_N - 2\psi_p + \psi_S \right) \frac{\Delta x}{\Delta z} = Ra \frac{\left( c_E - c_W \right)}{2} \Delta z
\end{equation}

\begin{equation}
\psi_p = \frac{\left( \psi_E + \psi_W \right) \frac{\Delta z}{\Delta x} + \left( \psi_N + \psi_S \right) \frac{\Delta x}{\Delta z} + Ra \left( c_E - c_W \right) \frac{\Delta z}{2}}{2 \left( \frac{\Delta z}{\Delta x} + \frac{\Delta x}{\Delta z} \right)}
\end{equation}

B.3.2. Calculation of concentration from Eq. (B.12):

Accumulation term:

\begin{equation}
\int_{z_a}^{z_b} \int_{x_a}^{x_b} \frac{\partial c}{\partial \tau} dx dz = \Delta x \Delta z \frac{\Delta c}{\Delta \tau}
\end{equation}

Diffusion Term:

\begin{equation}
\int_{z_a}^{z_b} \int_{x_a}^{x_b} \left[ \frac{\partial}{\partial x} \left( \frac{\partial c}{\partial x} \right) + \frac{\partial}{\partial z} \left( \frac{\partial c}{\partial z} \right) \right] dx dz = \left( c_E - 2c_p + c_W \right) \frac{\Delta z}{\Delta x} + \left( c_N - 2c_p + c_S \right) \frac{\Delta x}{\Delta z}
\end{equation}
Convection term:

\[
\int_{z_s}^{z_E} \int_{x_N}^{x_S} \left[ \frac{\partial \psi}{\partial z} \frac{\partial c}{\partial x} - \frac{\partial \psi}{\partial x} \frac{\partial c}{\partial z} \right] dx dz = 
\]

First term of the convection part:

\[
\int_{z_s}^{z_E} \int_{x_N}^{x_S} \left( \frac{\partial c}{\partial x} \frac{\partial \psi}{\partial z} \right) dx dz = \int_{z_s}^{z_E} \left[ \left( \frac{c}{\partial z} \right)_E - \left( \frac{c}{\partial z} \right)_W \right] dz
\]

\[
\left( \frac{c}{\partial z} \right)_E \Delta z = c_p (\psi_{ne} - \psi_{se}) =
\]

\[
c_E \left( \frac{\psi_{ne} - \psi_{se}}{2} \right) + c_p \left( \frac{\psi_{ne} - \psi_{se} + \psi_{ne} - \psi_{se}}{2} \right)
\]

\[
c_E \left( \frac{\psi_{NE} + \psi_{N} - \psi_{se} - \psi_{S} + \psi_{NE} + \psi_{N} - \psi_{se} - \psi_{S}}{8} \right) +
\]

\[
c_P \left( \frac{\psi_{NE} + \psi_{N} - \psi_{se} - \psi_{S} + \psi_{NE} + \psi_{N} - \psi_{se} - \psi_{S}}{8} \right) =
\]

\[
c_P \left( \frac{\psi_{SE} + \psi_{S} - \psi_{NE} - \psi_{N} + \psi_{SE} + \psi_{S} - \psi_{NE} - \psi_{N}}{8} \right) -
\]

\[
c_E \left( \frac{\psi_{SE} + \psi_{S} - \psi_{NE} - \psi_{N} + \psi_{SE} + \psi_{S} - \psi_{NE} - \psi_{N}}{8} \right)
\]

\[
\left( \frac{c}{\partial z} \right)_E \Delta z = A_{EP} c_E - A_E c_p \quad (B.20)
\]

With a similar procedure:

\[
\left( \frac{c}{\partial z} \right)_W \Delta z = A_{WP} c_W - A_W c_p \quad (B.21)
\]

\[
\left( \frac{c}{\partial x} \right)_N \Delta x = A_{NP} c_N - A_N c_p \quad (B.22)
\]

\[
\left( \frac{c}{\partial x} \right)_S \Delta x = A_{SP} c_S - A_S c_p \quad (B.23)
\]
\[ A_E = \frac{\psi_{NE} + \psi_N - \psi_{SE} - \psi_S + |\psi_{NE} + \psi_N - \psi_{SE} - \psi_S|}{8} \]
\[ A_{EP} = \frac{\psi_{SE} + \psi_S - \psi_{NE} - \psi_N + |\psi_{SE} + \psi_S - \psi_{NE} - \psi_N|}{8} \]
\[ A_W = \frac{\psi_{SW} + \psi_S - \psi_{NW} - \psi_N + |\psi_{SW} + \psi_S - \psi_{NW} - \psi_N|}{8} \]
\[ A_{WP} = \frac{\psi_{NW} + \psi_N - \psi_{SW} - \psi_S + |\psi_{NW} + \psi_N - \psi_{SW} - \psi_S|}{8} \]
\[ A_N = \frac{\psi_{NW} + \psi_W - \psi_{NE} - \psi_E + |\psi_{NW} + \psi_W - \psi_{NE} - \psi_E|}{8} \]
\[ A_{NP} = \frac{\psi_{NE} + \psi_E - \psi_{NW} - \psi_W + |\psi_{NE} + \psi_E - \psi_{NW} - \psi_W|}{8} \]
\[ A_S = \frac{\psi_{SE} + \psi_E - \psi_{SW} - \psi_W + |\psi_{SE} + \psi_E - \psi_{SW} - \psi_W|}{8} \]
\[ A_{SP} = \frac{\psi_{SW} + \psi_W - \psi_{SE} - \psi_E + |\psi_{SW} + \psi_W - \psi_{SE} - \psi_E|}{8} \]

Collecting convective terms:
\[ I_{\text{conv}} = (A_E + A_W + A_N + A_S) c_P - A_{EP} c_E - A_{WP} c_W - A_{NP} c_N - A_{SP} c_S \quad (B.24) \]

Collecting all terms and substituting into Eq. (B.12) gives,
\[ \Delta x \Delta z \frac{\Delta c}{\Delta \tau} + \left( A_E + A_W + A_N + A_S + 2 \left( \frac{\Delta z}{\Delta x} + \frac{\Delta x}{\Delta z} \right) \right) c_P = \left( A_{EP} + \frac{\Delta z}{\Delta x} \right) c_E + \left( A_{WP} + \frac{\Delta z}{\Delta x} \right) c_W + \left( A_{NP} + \frac{\Delta x}{\Delta z} \right) c_N + \left( A_{SP} + \frac{\Delta x}{\Delta z} \right) c_S \]
\[ c_P = \left( A_{EP} + \frac{\Delta z}{\Delta x} \right) c_E + \left( A_{WP} + \frac{\Delta z}{\Delta x} \right) c_W + \left( A_{NP} + \frac{\Delta x}{\Delta z} \right) c_N + \left( A_{SP} + \frac{\Delta x}{\Delta z} \right) c_S + \Delta x \Delta z \frac{\Delta c}{\Delta \tau} \]
\[ + A_E + A_W + A_N + A_S + 2 \left( \frac{\Delta z}{\Delta x} + \frac{\Delta x}{\Delta z} \right) \]
\[ (B.25) \]

Equation (B.25) can be solved implicitly or explicitly to obtain concentrations.
Appendix C

Derivation of Foam Film Permeability Coefficient

**Fig. C.1.:** Small free floating bubble at the air-aqueous solution interface and the foam film formed on top of it: \( \sigma \) (surface tension of the solution), \( \gamma \) (film tension), \( \theta \) (contact angle), \( R \) (radius of the bubble and \( r \) (radius of the film)). Picture adapted from Ref. (93) of Chapter 6.

The mass flux of the gas through the foam film in Fig. C.1 can be written as:

\[
\frac{dN_g}{dt} = -k A \Delta C_g \tag{C.1}
\]

where, \( N_g \) is the number of moles of gas passing across the film, \( \Delta C_g \) is the difference in the gas concentrations on the both sides of the film, i.e. the driving force for the diffusion process and \( k \) (cm/sec) is the permeability coefficient for a foam film. Young-Laplace equation can be used to relate the pressure at both sides of the film by

\[
P_c = \Delta P_g = P_g - P_{atm} = \frac{2\sigma}{R} \tag{C.2}
\]

and since \( \Delta C_g = \Delta P_g / R_g T \) one can obtain
\[ \Delta C_s = \frac{1}{R_B T} \frac{2\sigma}{R} \quad \text{(C.3)} \]

Replacing Eq. (C.3) into Eq. (C.1) provides

\[ \frac{dN_B}{dt} = -k A \frac{1}{R_B T} \frac{2\sigma}{R} \quad \text{(C.4)} \]

Since the experiments are conducted at low pressure it can be assumed that the gas follows the ideal gas rule

\[ \frac{d\left( \frac{P_g V_g}{R_B T} \right)}{dt} = -k A \frac{1}{R_B T} \frac{2\sigma}{R} \quad \text{(C.5)} \]

Therefore,

\[ \frac{d\left( \left( P_{atm} + \frac{2\sigma}{R(t)} \right) \frac{4\pi}{3} R^3(t) \right)}{dt} = -k \left( \pi r^2(t) \right) \frac{2\sigma}{R(t)} \quad \text{(C.6)} \]

\[ \frac{d\left( \left( 2P_{atm} + \frac{4\sigma}{R(t)} \right) R^3(t) \right)}{dt} = -3\sigma \frac{r^2(t)}{R(t)} k \quad \text{(C.7)} \]

\[ (6P_{atm} R^2(t) + 8\sigma R(t)) dR = -3\sigma \frac{r^2(t)}{R(t)} k dt \quad \text{(C.8)} \]

In Eq. (C.6) we use \( A \approx \pi r^2 \), which results in an error of less than 3% in the calculation of foam film permeability. This is valid for films with areas much smaller than the area of the bubble. Finally, one can calculate the foam film permeability coefficient from

\[ k = \frac{P_{atm} \left( R_i^4 - R_f^4 \right) + \frac{8}{9} \left( R_i^3 - R_f^3 \right)}{2\sigma \int_0^t r^2(t) dt} \quad \text{(C.9)} \]

In this equation \( r \) is the radius of the formed film and \( R_i \) and \( R_f \) are the bubble radii at the beginning (\( t = 0 \)) and at the end of experiment (\( t = t \)) respectively.
Synopsis van het proefschrift

De resultaten van dit proefschrift geven inzicht in de (massa)overdracht van voornamelijk CO$_2$ in verschillende gas-vloeistof systemen. Een aantal experimenten zijn uitgevoerd om de transport mechanismen door grensvlakken met en zonder oppervlakte actieve monolagen te kwantificeren. Fysische modellen zijn ontwikkeld om experimenten betreffende transport van CO$_2$ liggend op een bulk vloeistof of met vloeistof verzadigde poreuze media te interpreteren. Bovendien wordt de dynamica van (CO$_2$)-schuim in poreuze media zonder olie of verzadigd met olie bestudeerd met X-ray tomografie. Deze resultaten zijn toepasbaar op CO$_2$ sequestratie en CO$_2$-EOR projecten.

Hoofdstuk 2 introduceert een eenvoudige PVT opstelling die is ontwikkeld om de overdrachts-snelheid van gassen naar vloeistoffen te kwantificeren door de druk als functie van de tijd te volgen. Met enige voorlopige berekeningen betogen wij dat, als CO$_2$ boven een vloeistoflaag wordt gebracht, de experimenteel bepaalde druk niet met de wet van Fick en een diffusie coëfficiënt kan worden gemodelleerd. Verder presenteren wij voor het eerst een aantal experimenten die het belang van door dichtheid gedreven natuurlijke convectie op de overdrachts-snelheid van CO$_2$ naar olie onderstrepen. Dit verschijnsel is van het hoogste belang voor EOR.

In hoofdstuk 3 ontwikkelen we een theoretisch model om de drukgeschiedenis van de experimenten te simuleren. Het model beschouwt een vat, gedeeltelijk gevuld met water en gedeeltelijk met CO$_2$. We veronderstellen mechanisch evenwicht in het gedeelte gevuld met gas zodat het kan worden gemodelleerd met de wet van Fick met een voldoende grote diffusie coëfficiënt. We veronderstellen instantaan evenwicht op het oppervlak zodat daar de wet van Henry geldt. Oplossing van CO$_2$ in water doet de dichtheid toenemen leidend tot natuurlijke convectie stroming. De stroming in de vloeistof kan worden gemodelleerd door de wet van behoud van massa en de Navier-Stokes vergelijking te combineren. Dit effect is zowel van belang in watervoerende lagen als in EOR.

Hoofdstuk 4 introduceert natuurlijke convectie voor een poreus medium dat volledig met pekelwater is verzadigd.
Hoofdstuk 5 handelt over de basiseigenschappen van Alpha Olefin Sulfonate (AOS), een oppervlakte actieve stof. Het relatief goedkope AOS wordt wijd en zijd gebruikt in de petroleum industrie voor verschillende doeleinden vanwege zijn gunstige schuim en bevochtigings-eigenschappen. De oppervlakte spanning en adsorptie van de oppervlakte actieve stof worden simultaan gemeten met de dikte en contact hoek van schuim films, die van de surfactant oplossing zijn gemaakt, door de hoeveelheid oppervlakte actieve stof en electrolyt concentratie (NaCl) te veranderen. Deze kennis wordt gebruikt in hoofdstuk 6 om het onverwachte permeabiliteitsgedrag van door AOS gestabiliseerde schuim films te verklaren.

Hoofdstuk 7 vergelijkt het schuimgedrag van CO\textsubscript{2} en N\textsubscript{2} in poreuze media in afwezigheid van olie. De experimenten worden uitgevoerd in het grensvlakactieve stof – alternerend gas (SAG) schema boven en beneden het kritisch punt van CO\textsubscript{2} doormiddel van X-ray tomografie (CT scan). De mechanismen die de waargenomen verschillen veroorzaken worden in detail uitgelegd.

Hoofdstuk 8 rapporteert de resultaten van een aantal experimenten, waarin poreuze media met een residuale oliesaturatie na waterverdringing wordt doorgespoeld met een oplossing van een grensvlakactieve stof gevolgd een gas (CO\textsubscript{2} or N\textsubscript{2}).

Tenslotte, worden de belangrijkste conclusies van het proefschrift samengevat in hoofdstuk 9.
چکیده پایان نامه

این پایان نامه به سه بخش انتقال جرم در آکسید کربن در آب و نفت، لایه های تازه مالع (فیلمهای فوم) و رفتار فوم (کف) در محيط متخلف تقسم شده و به بررسی پذیری انتقال گازها، به خصوص دی اکسید کربن، از فصل منشتر گاز-مابع در سیستم‌های مختلف می‌پردازد.

در بخش اول با انجام یک سری آزمایشات، پذیرفته انتقال جرم در دی اکسید کربن در آب و نفت بررسی می‌شود. اگرچه اصلی این آزمایشات اهمیت نورافراقن مسایل و مباحث پیرامون گیرانش زمین و نقش احتمالی گازهای غلخانه ای و على الخصوص دی اکسید کربن در وحیم تر کردن آن است. در این آزمایشات انجام شده، مقداری دی اکسید کربن در بالای سطحی از آب در یک لوله در فشارهای مختلف و میزان انقلاب مولکولهای گاز به درون مابع می‌باشد. در این آزمایشات مشاهده شد که در مرحله اولیه آزمایشات کاهش فشار سطون گاز بسیار بیشتر از آنی است که قانون دوم فیک بر اساس نفوذ مولکولی پیش بینی می‌کند. این حال شدت انتقال جرم در دی اکسید کربن در آب با افزایش زمان کاهش پیدا کرد و در نهایت پس از مدتی به شدت پیش بینی شده قانون پیکت و می‌رسد. در فصل دوم این پایان نامه با استفاده از شکل اصلاح شده قانون دوم فیک برای مراحل أولیه و پایانی این آزمایشات دو ضربی نفوذبندی موتر (که فاقد معاین فیزیکی می‌باشد) به دست آمده است. این محاسبات ابداعی نشان می‌دهد که ضربی نفوذبندی مراحل پایانی آزمایشات مستقل از فشار اولیه گاز بوده و مقدار آن برای با ضربی نفوذ مولکولی دی اکسید کربنی می باشد. این و جوید ضربب موثر محاسبه شده برای مراحل ابتدایی آزمایش بین 10 تا 100 برابر ضربی نفوذ مولکولی گاز بوده و مقدار آن با افزایش فشار اولیه سطون گاز افزایش پیدا می‌کند.

نتایج فصل دوم نشان می‌دهد که گرچه با استفاده از قانون دوم فیک می‌توان به طور کمی آزمایشات را مورد بررسی قرار دادید با این وجود پیش به رفتن کلی آزمایشات با این قانون امکان ذپر نمی‌باشد. به همین منظور در فصل سوم، با طرح این نظریه که گیاه‌های آبی‌های یکی از افرایش‌های چگالی آب بر اثر حل شدن دی اکسید کربن باعث افزایش انتقال جرم در دی اکسید کربن در آب (پای نفت) می‌شود، مدل سلسله مسلسلی برای مطالعه این پدیده پیشنهاد‌کرده شده. مدل پیشنهادی شامل معادلات نویر-استوکس و اصول باقی جرم و مومنتوم بوده و با استفاده از قانون هالر جلوگیری دی اکسید کربن در فصل منشتر آب-گاز را به فشار آن مربوط می‌کند. با وجود یک سری افتراق های که نتایج این دوره مورد امریکونی) بین نتایج مدل پیشنهادی و داده‌های آزمایشگاهی توانایی خوبی مشاهده می‌شود.

با استفاده از داشت به دست آمده در فصل دوم و سوم، در فصل چهارم تاثیر گیاه‌های طبیعی یا آزاد در شدت و سرعت ذخیره سازی گاز در دی اکسید کربن در مخازن آبی-زیرزمینی بی طور عددي مورد بررسی قرار گرفت. این مطالعه نشان می‌دهد که حتی در محیط متخلف هم باید توانی داشته‌گی طبیعی را نادیده گرفت که این پدیده همانند معابد می‌تواند راه‌های جدی برای کمک، باعث پایان‌گیری فصل منشتر گاز و مایع شده و با افزایش سرعت انتقال جرم در دی اکسید کربن به مایع موجود در محیط متخلف سرعت ذخیره سازی آن را افزایش می‌دهد. شدت عمل این پدیده رابطه مستقیمی با ضربی نفوذبندی محیط
متخلخل و فشار تریزی در اسکید کربن دارد همچنین زمان شروع تأثیرگذاری در فصل مشترک دی اکسید کربن و مایع با عدد
ریله (که عمدا به ضربت نفوذپذیری و فشار تریزی یک‌گزین دارد) رابطه معکوس دارد.

در بخش دوم این پایان نامه خواص اصلی محلول‌های آبی اولی و سولفوراتان (آBs) و فیلماهای تشکیل شده از این محلول در یخ‌های نماج و غیای الکترولیت بررسی می‌شود. آس ازیکی از سورفونات‌ها (مواد غذای سطحی) است که به دلیل خواص کف‌کش‌گری و ترشته‌کردنی عالی اش در صورت نفت از ان استفاده زیادی می‌شود. با افزایش کیفی کش صفحه محلول‌های این سورفونات مشاهده شد که غلظت ماسیلی بحران محلول‌ها با افزایش غلظت الکترولیت (کلرید سدیم) کاهش می‌یابد. همچنین مشاهده شد که به دلیل وجود ناخالص‌های در سورفونات مانند پرتغال تغییر نفت سطحی به حاوی سرطان‌های نفت سطحی در حاصل داده‌های محلول بدن الکترولیت بر حسب C2+ (به فصل پنجم مراجعه کنید) از یک شاهانگنجی غیر می‌کند. این ترتیب با استناد که ریال‌سایه گیریده کاهش این نیازهای مصرفی مقدار مناسب تر شده و دریافت شده. در این آزمایشات مشخص شد که ضربت انتقال جرم گاز از فیلم جسمی شریک بی‌فنا در داده‌های محلولهای تجاری الکترولیت، و میدان ... و نویز محدود. بر لحاظ سایه‌گیری مطلوب وجود که پی از غلظت ماسیلی بحران نسبت انتقال جرم گازهای را ثابت در نظر گیرنده، داده‌های می‌تواند می‌تواند دیگر یکی غلظت میانی (سی‌پی‌ای‌ال‌اتر از غلظت ماسیلی بحرانی) ضربت انتقال جرم گاز از فیلم افزایش پیدا می‌کند. همچنین افزایش غلظت نمک تاثیر عوامل پردازش را با همراه دارد افزایش نمک از باعث کم ضخامت لایه‌های قسم و امکان نرخ‌های الکترولیت‌ناکی می‌تواند. با کاهش ضخامت الکترولیت اناظهار این است که بر اساس این فکر انتقال جرم از فیلم‌های مستدی شود در حالی که امکانات اکثر فنه مشاهده می‌شود. به این ترتیب مشاهده می‌شود که خواص انتقال جرم فیلماهای قسم به شرایط ترموبدیمکتیکی آنها بهتر است.

در بخش سوم به مقایسه خواص کف کندگی در اکسید کربن و تریزی در محیط تحت حضور و غیای نفت می‌پردازیم. برای مشاهده رفتار و نحوه جریان قسم در محیط منحل‌های آبی اولی استفاده شد. ممکن است با تریزی در این بخش سه‌ای از طول ۱۳ تا ۱۴ ساعت منجر به تغییر در اکسید کربن هواضیایی شده و سپس با تریزی آب در فشار بالای آس اکسید کربن موجود از سیستم تخیه‌شده‌شده‌که از یک غلظت ماسیلی بحرانی (سی‌پی‌ایال‌اتر از غلظت ماسیلی بحرانی) بر حسب T/2+ (به فصل پنجم مراجعه کنید) از یک شاهانگنجی غیر می‌کند. این ترتیب با استناد که ریال‌سایه گیریده کاهش این نیازهای مصرفی مقدار مناسب تر شده و دریافت شده. در این آزمایشات مشخص شد که ضربت انتقال جرم گاز از فیلم جسمی شریک بی‌فنا در داده‌های محلولهای تجاری الکترولیت، و میدان ... و نویز محدود. بر لحاظ سایه‌گیری مطلوب وجود که پی از غلظت ماسیلی بحران نسبت انتقال جرم گازهای را ثابت در نظر گیرنده، داده‌های می‌تواند می‌تواند دیگر یکی غلظت میانی (سی‌پی‌ای‌ال‌اتر از غلظت ماسیلی بحرانی) ضربت انتقال جرم گاز از فیلم افزایش پیدا می‌کند. همچنین افزایش غلظت نمک تاثیر عوامل پردازش را با همراه دارد افزایش نمک از باعث کم ضخامت لایه‌های قسم و امکان نرخ‌های الکترولیت‌ناکی می‌تواند. با کاهش ضخامت الکترولیت اناظهار این است که بر اساس این فکر انتقال جرم از فیلم‌های مستدی شود در حالی که امکانات اکثر فنه مشاهده می‌شود. به این ترتیب مشاهده می‌شود که خواص انتقال جرم فیلماهای قسم به شرایط ترموبدیمکتیکی آنها بهتر است.
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