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Summary

Most simulations of waterflooding in fractured media are based on the Warren and Root (WR) approach, which uses an empirical transfer function between the fracture and matrix block. We use homogenization to obtain an improved flow model in fractured media, leading to an integro-differential equation; also called the boundary-condition (BC) approach. We formulate a well-posed numerical 3D model for the BC approach. This paper derives this numerical model to solve full 3D integro-differential equations in a field reservoir simulation. We compare the results of the upscaled model with ECLIPSEM™ results. For the interpretation, it is useful to define three dimensionless parameters that characterize the oil production in fractured media. The most important of these parameters is a Peclet number, defined as the ratio between the time required to imbibe water into the matrix block and the travel time of water in the fracture system. The results of the WR approach and the BC approach are in good agreement when the travel time is of the same order of magnitude as the imbibition time. However, if the travel time is shorter or longer than the imbibition time, the approaches give different results. The BC approach allows the use of transfer functions based on fundamental principles (e.g., the use of a rate-dependent capillary pressure function). When implemented, it can be used to improve recovery predictions for waterflooded fractured reservoirs.

Introduction

Naturally fractured petroleum reservoirs represent more than 20% of the world’s oil and gas reserves (Saidi 1983), but are among the most complicated class of reservoirs to produce efficiently. Naturally fractured reservoirs (NFRs) comprise an interconnected fracture system that provides the main flow paths and the reservoir rock, or matrix, that acts as the main source of hydrocarbons.

From the geological point of view, it is possible to distinguish between various types of fractured reservoirs (Nelson 1985; Stearns 1969; Stearns 1972). The most important aspect is whether the fracture network provides a continuous flow path (Saidi 1983) or the fracture system is regular “to some extent.” Barenblatt et al. (1960), who introduced the concept of “dual porosity,” assumed that the fracture system is regular “to some extent.” Warren and Root (1963) used the dual-porosity model and applied it to a well-test analysis. They also introduced the sugar-cube model, which has been the basis of many of the fractured-reservoir simulators since that time. The dual-porosity model of WR for examining pressure drawdown and buildup phenomena in NFRs was extended by Kazemi et al. (1969, 1992) to interpret interference-test results. These ideas were extended with the introduction of the so-called dual-permeability model, in which the matrix blocks can also contribute to the global flow, depending on the ratio of fracture permeability to matrix-block permeability.

The transfer function is semi-empirical. It relates the fluid flow at the interface of matrix and fracture to the driving force (e.g., average phase-pressure difference between fracture and matrix). More recently, the ideas were extended with the derivation of transfer functions based on fundamental transport modeling. Dutra and Aziz (1992) presented a model that takes into account the transient nature of the imbibition process and the effect of variation in fracture saturation. Sarma and Aziz (2006) proposed a general numerical technique to calculate the shape factor for any arbitrary shape of the matrix block (e.g., non-orthogonal fractures).

One drawback is that the transfer-function approach ignores the history-dependent nature of the transfer process. This would be justified only if the time dependence of the BC around the matrix block were weak.

A new approach was introduced by Douglas and Arbogast (1989, 1990, 1991), in which they applied a new upsampling technique (homogenization) to derive the model equations for flow in fractured reservoirs, which does not suffer from the above-mentioned drawback. Full derivations can be found in Arbogast (1993a, 1993b, 1997) and in Arbogast and Lehr (2006). These papers were written for a mathematically oriented audience.

The following brief description of homogenization for fractured media emphasizes the physics. A microscopic transport model in a fractured medium consists of (1) the flow equations in the fracture, (2) the flow equations in the matrix, and (3) the BCs between matrix and fracture (i.e., continuity of capillary pressure unless one of the phases is at residual saturation and continuity of flux). Application of homogenization leads to a transport equation in the fracture system with a source term that describes the amount of oil that is transferred from the matrix blocks to the fracture. Homogenization suggests that for the calculation of the source term we need to solve the two-phase-flow equations in the matrix block subject to a boundary potential that is given by the potential of the fracture system on the macroscale. One of the assumptions used in homogenization is that the order of magnitude of each term in the transport equations can be related to a single scaling parameter (e). This scaling parameter describes the ratio of the local scale to the global scale. This means that the order of magnitude of all characteristic dimensionless numbers must be expressed in terms of this scaling ratio. The second assumption is that the domain can be subdivided into parts (unit cells) in which the flow equations can be solved using periodic BCs. This implies that a condition for the application of homogenization is that the separation of scales is possible. The main advantage of homogenization is that it allows deriving the exchange rate between matrix and fracture on the basis of first principles. After averaging the equations over the unit cell, we find the upscaled equations. Different upscaled model equations are obtained when different orders of magnitudes

Copyright © 2010 Society of Petroleum Engineers

This paper (SPE 115361) was accepted for presentation at the SPE Annual Technical Conference and Exhibition, Denver, 21–24 September 2008, and revised for publication. Original manuscript received for review 26 June 2008. Revised manuscript received for review 19 December 2008. Paper peer approved 21 January 2009.
for the dimensionless parameters are used. This allows the definition of subdomains in the parameter space that give qualitatively different behavior. It is the purpose of this paper to quantify these regimes of different behavior based on a characteristic dimensionless number. For problems of engineering interest, these orders of magnitude can be easily assigned. To illustrate the advantages and disadvantages of the BC approach (homogenization), we compare it with the WR approach using ECLIPSE.

We ignored the time-dependent BCs for the matrix block in a previous paper (Namdar Zanganeh et al. 2007). The present paper shows how to incorporate the time-dependent BCs for the matrix block. It also stresses other aspects (i.e., the definition and importance of characteristic numbers). Moreover, it uses a fully implicit approach to solve the model equations, which now include gravity.

The paper is organized as follows. First, we describe the general framework of homogenization on the basis of a physical model for a fractured reservoir. After that, we introduce the dimensionless numbers. Here, we also define a Peclet number as a ratio between the time of capillary diffusion of oil from the matrix to the fracture and the residence time of water in the reservoir. Subsequently, the results are interpreted in terms of the dimensionless groups. We end with some conclusions. Appendix A shows the derivation of the effective-fracture-permeability tensor. Appendix B gives the full 3D numerical model.

**Method of Homogenization**

**Physical Model.** Consider a fracture network with matrix blocks in between. The matrix blocks are completely surrounded by fractures except for some isolated crushed zones with zero permeability holding the matrix blocks together. The local fracture porosity and intrinsic permeability evaluated inside the fracture are denoted by \( \phi_f^* \) and \( k_f^* \), respectively. We define the intrinsic fracture permeability \( k_f^* \) on the basis of the fracture aperture. Because the main purpose of this paper is to illustrate only the essential concepts, we assume here that the symmetry of the fracture pattern is such that the fracture permeability can be considered isotropic, but this assumption can be easily relaxed (see Appendix A). The global fracture porosity and effective permeability evaluated with respect to the bulk volume are denoted by \( \phi_g \) and \( k_g \). Note that small differences between intrinsic and global values of the matrix porosity and permeability are ignored, and only the global values are used here. We consider only two-phase (oil and water) extension of Darcy’s law for constant fluid densities:

\[
\mathbf{u}_{af}^* = -\frac{k_f^* \mu_a}{\mu_w} \nabla \left( P_{af} + P_w \xi \right) = \lambda_a^* \nabla \Phi_{af}^* \quad \ldots \quad (1)
\]

and

\[
\mathbf{u}_{am} = -\frac{k_m \mu_a}{\mu_w} \nabla \Phi_{am}^* = \lambda_m^* \nabla \Phi_{am}^* \quad \ldots \quad (1)
\]

In these equations, the superscript (*) denotes the intrinsic fracture properties. Here, \( \xi \) is the vertically upward direction. Note that the fracture permeability and matrix permeability are considered isotropic. Relative permeabilities are denoted by \( k_{rw} \) and \( k_{ro} \), where \( \xi = f, m \) indicates the fracture and matrix systems. In the same way, \( P_{ci} \) denotes the capillary pressure. There is capillary pressure continuity at the boundary of fractures and matrix blocks unless one of the phases either in the matrix or in the fracture is immobile (Duijn et al. 1995). Indeed, when one of the phases is immobile, the pressure of that phase depends on local conditions and cannot be determined globally. Hence, the capillary pressure, which is the difference between the phase pressure of the nonwetting phase and that of the wetting phase, is not continuous. However, as residual saturations do not flow, this has no relevance for the modeling. Continuity of force, and, hence, continuity of phase pressures, implies continuity of capillary pressure when both phases are mobile.

The disparity of permeability between the fracture and matrix has a consequence that only a small deviation from connate-water saturation in the fracture leads to a water saturation close to 1 in the part of the matrix adjacent to the fracture.

**Homogenization Procedure.** The homogenization procedure is divided into four major steps, based on specific assumptions that are stated in each step.

The first step in the homogenization is subdividing the fractured reservoir into two scales (see Fig. 1): local [small unit (SU)] scale of size \( L \) and the global scale of size \( L \) that is much larger than the local scale. Our choice for the SU scale is a single matrix block surrounded by fractures, but it is also possible to choose a more complex structure with several matrix blocks for the SU scale. We define \( L \) as the dimension of the gridblock length. A very large difference between the size of the global scale (reservoir) and the local scale (SU), in addition to the low permeability of matrix blocks, suggests that the oil flux from the matrix blocks to fractures will lead only to local scale variations of the fracture potential. We define a scaling ratio \( \varepsilon = \mu / L \) of the local scale to the global scale.

Therefore, we consider the medium as an aggregate of SU’s, in which each unit cell consists of a matrix block surrounded by fractures. Fig. 1 also illustrates our assumption that the fractured reservoir consists of a continuous network of fractures with isolated matrix blocks in between. The SU is denoted as the domain \( \Omega = \Omega_m \cup \Omega_f \) of which the fracture part is denoted as \( \Omega_f \) and the matrix part as \( \Omega_m \).

The coordinates are denoted by \( x_\xi \) for the global scale and by \( x_m \) for the local scale. By letting \( \partial \) denote boundary of, the matrix/fracture interface will be denoted by \( \partial \Omega_m \). Let \( n \) denote the outward unit normal vector to this surface (\( \partial \Omega_m \)) pointing from the matrix to the fracture.
The second step in homogenization is to describe the transport equations on the local scale (i.e., in fractures and matrix blocks):

\[
\frac{\partial}{\partial t} (\phi_i \rho_{i,s} S_{i,s}) = \nabla \cdot (\rho_{i,s} \lambda_{i,s} \nabla \Phi_{i,s}) \quad \text{in} \quad \Omega_f,
\]

\[
\frac{\partial}{\partial t} (\phi_m \rho_{m,\text{av}} S_{m,\text{av}}) = \nabla \cdot (\rho_{m,\text{av}} \lambda_{m,\text{av}} \nabla \Phi_{m,\text{av}}) \quad \text{in} \quad \Omega_m.
\]  

These equations are found by combining the mass-balance equation and Darcy’s equation. At the interface \( \partial \Omega_m \) there is a continuity of oil and water flow:

\[
(\rho_{i,s} \lambda_{i,s} \nabla \Phi_{i,s}) \cdot \mathbf{n} = (\rho_{m,\text{av}} \lambda_{m,\text{av}} \nabla \Phi_{m,\text{av}}) \cdot \mathbf{n},
\]

and

\[
P_{m,s}(S_{m,\text{av}}) = P_{m,\text{av}}(S_{m,\text{av}}) \quad \text{on} \quad \partial \Omega_m.
\]  

Indeeds, there is a continuity of flux and capillary pressure at this interface unless one of the phases in the fracture or matrix system is immobile. Flux continuity follows from fluid conservation at the interface of fracture and matrix.

The third step is that the differentiation in the model equation is split into a global-scale (big) term, \( \nabla \) and a local-scale (small) term, \( \nabla_s \), where \( \nabla = \nabla_s + \nabla_f \). The matrix equation acts on the local scale. Therefore, it is necessary to apply this splitting procedure only for the fracture equation. It is assumed that the contribution of differentiation at the local scale \( \nabla_s(\star) \) is one order of magnitude larger than the contribution of differentiation at the global scale \( \nabla_f(\star) \). In previous papers (Namdar Zanganad et al. 2007; Bruining and Durwisch 2006), we erroneously stated that these terms were of the same order of magnitude. However, this does not affect any of the results.

Subsequently, the transport equations are nondimensionalized by inspection (Shook et al. 1992). In the nondimensionalizing procedure, the first step is to write dependent and independent variables, \( X \), as \( X = X_s X_f + X_m \) where \( X_f \) is a reference quantity and \( X_m \) is an offset. The reference quantities assume values that can be indicated in the problem of interest or are made up by combining the reference quantities. In our model, we use \( \ell \) and \( L \), respectively, as the local and global reference (characteristic) lengths for differentiation. This results in \( \nabla_p = \nabla_s + \ell^{-1} \nabla_f \). The pressure reference, \( P_{m,f} \), is the pressure difference between the injection and the production well \( (\Delta P) \), \( K_p \) is the reference permeability, and \( \ell = L^2 \mu_s / (K_p \Delta P) \) acts as the reference time for the fracture system. The new dimensionless parameter (divided by \( \ell \)) is equal to the dimensionless pressure plus a rescaled gravity term: \( \Phi_{m,f} = p_{m,f} + \rho_s g L z_f / \Delta P \) where \( z_f \) is the dimensionless vertical distance using \( L \) as the reference length. Eq. 2 has \( \ell \) as a common factor; therefore, it can be ignored in the nondimensionalization procedure.

Afterwards, the reference and other quantities in each of the terms are grouped such that a dimensionless equation is obtained. This procedure leads to a dimensionless equation (with dimensionless dependent and independent variables) with some dimensionless numbers such as the permeability ratio. This ratio is defined as the ratio of intrinsic fracture permeability to the matrix permeability. We will consider only a single case for the ratio of the permeability as the ratio of intrinsic fracture permeability to the matrix permeability.

In the same way, we derive Eq. 5 from the matrix equation (Eq. 2) by assuming that the differentiation with respect to the local scale is relevant only for the matrix equation and using the same reference time as in the fracture equation:

\[
\frac{\partial}{\partial t} (\phi_m \rho_{m,\text{av}} S_{m,\text{av}}) = \frac{1}{\epsilon} \nabla \cdot (\lambda_{m,\text{av}} \nabla \Phi_{m,\text{av}}) \quad \text{in} \quad \Omega_m.
\]  

At the interface \( \partial \Omega_m \) there is a continuity of oil and water flux. The BC, Eq. 3, is rescaled similarly, i.e.,

\[
k_f k_{m,f} \left( \nabla \Phi_{m,f} + \frac{1}{\epsilon} \nabla \Phi_{m,\text{av}} \right) \cdot \mathbf{n} = k_m k_{m,m} \frac{1}{\epsilon} \nabla \Phi_{m,\text{av}} \cdot \mathbf{n} \quad \text{on} \quad \partial \Omega_m
\]  

In this contribution, we assume that the density and viscosity are uniform and constant.

In the fourth step, we expand the dependent variables into the contributions of decreasing significance with respect to \( \epsilon \):

\[
\Phi = \Phi^{(0)} + \epsilon \Phi^{(1)} + \epsilon^2 \Phi^{(2)} + \ldots
\]  

where \( \Phi \) denotes either the saturation or the potential. Substitution of these series into the dimensionless equations results in equations consisting of terms with different orders of magnitude with respect to \( \epsilon \) (Eq. 7 is substituted into Eqs. 4 through 6). Because the upsampling procedure should also be valid for \( \epsilon \) values that are slightly smaller or larger, it is stated that each of the terms with a specific order of \( \epsilon \) constitutes an equation that is separately satisfied. First, the equation of the lowest order in \( \epsilon \) is solved, leading to the solutions of the most significant contributions of the dependent variables. This means that the \( 1/\epsilon \) terms of Eq. 4 and the \( 1/\epsilon^2 \) term of Eq. 6 lead, respectively, to

\[
\frac{1}{\epsilon} \nabla \cdot (k_{m,f} \nabla \Phi_{m,f}^{(0)}) = 0 \quad \text{in} \quad \Omega_f
\]

and

\[
\frac{1}{\epsilon} \nabla \cdot (k_{m,m} \nabla \Phi_{m,m}^{(0)}) = 0 \quad \text{on} \quad \partial \Omega_m
\]  

where we used the fact that \( k_f / k_m \sim 1/\epsilon^2 \). Assuming periodic boundary conditions, Eq. 8 has a unique solution for each part, which ensures that each phase potential is constant on the local scale. Indeed, a constant phase potential is periodic and satisfies the system of Eq. 8. Under static conditions (see, however, Hassanzadeh et al. 2002), this would mean that there is capillary/gravity equilibrium in the SU, unless one of the phases is immobile.

Subsequently, it is possible to show that the equation with one order higher in \( \epsilon \) (\( \epsilon^{-1} \) terms of Eq. 4 and \( \epsilon^0 \) terms of Eq. 6) is a linear elliptic problem for \( \nabla \Phi_{m,f}^{(1)} \) in terms of \( \nabla \Phi_{m,f}^{(0)} \). Constructing a relation between these two terms gives another system of different equations that can be used to estimate \( \Phi_{m,f}^{(1)} \) (See Appendix A). The third system (\( \epsilon^0 \) terms of Eq. 4 and \( \epsilon^1 \) terms of Eq. 6) is the most important system because when averaged, it gives the most significant upscaled model:

\[
\frac{\partial}{\partial t} (\phi_m \rho_{m,\text{av}} S_{m,\text{av}}^{(0)}) = \nabla \cdot \left( \frac{k_{m,m}}{\mu_{m,f}} \left[ \nabla \Phi_{m,f}^{(0)} + \frac{1}{\epsilon} \nabla \Phi_{m,f}^{(1)} \right] \right)
\]

\[
+ \nabla \cdot \left( \frac{k_{m,m}}{\mu_{m,f}} \left[ \nabla \Phi_{m,f}^{(1)} + \frac{1}{\epsilon} \nabla \Phi_{m,f}^{(2)} \right] \right)
\]

\[
+ \nabla \cdot \left( \frac{k_{m,m}}{\mu_{m,f}} \left[ \nabla \Phi_{m,f}^{(2)} + \frac{1}{\epsilon} \nabla \Phi_{m,f}^{(3)} \right] \right)
\]

\[
\quad \text{in} \quad \Omega_f
\]  

The subscript \( D \) is dropped for reasons of concise notation.
The corresponding BC with terms \( t^a \) reads

\[
\frac{k_f^a k_{mf}^{(0)}}{\mu_{mf}} \left[ \nabla_s \Phi_s^{(0)} + \nabla \Phi_f^{(0)} \right] \cdot n + \frac{k_{sf}^{(0)}}{\mu_{sf}} \left[ \nabla_s \Phi_s^{(0)} + \nabla \Phi_f^{(0)} \right] \cdot n = \frac{1}{e} \frac{k_{smf}^{(0)}}{\mu_{smf}} \nabla \Phi_s^{(0)} \cdot n \quad \text{on } \partial \Omega_m
\]

It is possible to average the equations over an SU. Here, we use the notation \( \langle q \rangle \) for the spatial average of any parameter \( q \) over an SU, i.e.,

\[
\langle q \rangle = \frac{1}{|\Omega|} \int q \, dx,
\]

In particular, considering the assumption of periodic local variations, the application of the Gauss theorem leads to

\[
\frac{1}{|\Omega|} \int \nabla \cdot q \, dx = -\frac{1}{|\Omega|} \int q \cdot n \, d\sigma
\]

In this equation, \( \sigma \) denotes the coordinates of the boundary, \( \partial \Omega_m \). Note that \( n \) is the outward unit normal vector to this surface \( \partial \Omega_m \) pointing from the matrix to the fracture. The contributions from the outer boundary of \( \Omega \) cancel because \( q \) is considered \( \Omega \)-periodic.

We obtain the averaged 0th-order upscaled equation in three steps. First, we apply Eq. 12 to Eqs. 5, 9, and 10. Then, we consider that the terms containing \( \nabla \Phi_s^{(0)} \) are zero; and last, we substitute Eqs. 10 and 5 into Eq. 9:

\[
\frac{\partial}{\partial \tau} [\Phi_s S_{sf}^{(0)}] + \frac{1}{|\Omega|} \int [\Phi_s S_{sf}^{(0)}] \, dx,
\]

\[
\nabla_s \frac{k_{smf}^{(0)}}{k_{sf}^{(0)}} \nabla \Phi_s^{(0)} = 0 \quad \text{in } \Omega_f,
\]

where we derived the effective-fracture-permeability tensor (see Appendix A) and the global fracture porosity, as follows:

\[
k_f = \frac{1}{|\Omega_f|} \int k_f \left| 1 + \nabla \phi_\omega \right| dx, \quad \text{and} \quad \phi_\omega = \frac{|\Omega_f|}{|\Omega|} \phi_f.
\]

The dyadic product \( \nabla \phi_\omega \) is a tensor with components \( \partial \phi_\omega / \partial x \) where \( i, j \) denote the \( x, y, z \) coordinates. Arbogast (1993) has derived similar equations for special cases previously. The 0th-order upscaled equation (Eq. 13) describes the global displacement process through a globally equivalent homogeneous medium characterized by effective coefficients (i.e., \( \phi_f \) and \( k_f \)).

**Dimensionless Numbers**

One of the advantages of homogenization is that it generates different upscaled models when characteristic dimensionless numbers assume values of different orders of magnitude with respect to \( e \). In this case, where we are dealing only with the 0th-order upscaled equation, we use the ratio of the fracture permeability to the matrix permeability as the characteristic dimensionless number. Other dimensionless numbers follow from the upscaled model equations. For these equations, we can additionally define the gravity number (i.e., gravity force over viscous force) and the Peclet number. The Peclet number is defined as the ratio between the time required to imbibe water into the matrix block and the travel time of water in the fracture system. Here, all relevant dimensionless numbers playing a role both in the upscaling procedure and in the ensuing model equations are discussed.

**Permeability Ratio in Fractures and Matrix.** The simplest definition of a fractured medium is a medium that contains fractures and matrix blocks. From the fluid-flow point of view, such a medium is not necessarily a fractured medium, in particular when the matrix blocks carry a substantial part of the flow. A fractured reservoir from the fluid-flow point of view means that the total volumetric flux \( u_f \) in fractures must be substantially larger than the total volumetric flux \( u_m \) in the matrix blocks. It can be shown that the necessary requirement for this is that \( k_f^* \sim e^{-2} k_m \). Indeed, flows in the fracture and matrix are subjected to approximately the same potential gradient. In addition, the fluid viscosities in the matrix and fracture are the same. Hence, the ratio of the velocity in the fracture to that in the matrix \( u_f^*/u_m \) is of the order \( e^{-2} \). For a statistically homogeneous medium, the Darcy velocity is \( u_f \sim \phi_f \). Because in our case the global fracture porosity (\( \phi_f \)) is of the order \( e \), we obtain \( u_f^*/u_m \sim e^{-4} \). This can be expressed in terms of permeabilities (i.e., \( k_f^*/k_m \sim e^{-4} \)), using Darcy’s law. This means that if the matrix permeability is 10 md and \( e = 0.01 \), the intrinsic fracture permeability \( k_f^* \) must be on the order of 100 darcies. The order of magnitude of the permeability ratio also has a consequence for a number of other aspects in fractured media flow. If we assume that the capillary pressure is inversely proportional to the square root of the permeability, \( \sqrt{k} \), it means that for the same saturation values the capillary pressure in the matrix blocks is 100 times as large as that in the fracture.

**Peclet Number.** The Peclet number is defined as the ratio of the time required to imbibe water into the matrix block to the travel time of water in the fracture system. The derived Peclet number is based on inspection (i.e., a dimensional analysis of the model equations used (Shook et al. 1992)). For our model, we assume that countercurrent imbibition in the matrix is the main recovery mechanism. Flow in the fractures is governed by multiphase convection flows. Therefore, in this model, the Peclet number expresses the ratio of transport by convection (mainly viscous forces) in the fracture to the transport by capillary diffusion in the matrix. For other cases of interest, the relevant dimensionless number can be derived from the ratios of the residence time of the fluids in the matrix blocks and fractures, respectively. For our situation, we derive the following expressions for the Peclet number:

\[
Pe = \frac{\ell^2 u_f}{D_{cap} L}, \quad \text{where} \quad D_{cap} = -\frac{\lambda_f \lambda_m}{\lambda_f + \lambda_m} \frac{dP}{ds},
\]

Here \( \lambda_i \) is the mobility of phase \( \alpha \) (oil, water), \( \ell \) is the matrix block size, and \( L \) is the distance between wells. We use \( u_f \) on the basis of some of our simulations, although we admit that the best choice of \( u_f \) or \( u_m^* \) depends on the situation. The qualitative behavior of waterdrive recovery in fractured media depends on the ratio of the characteristic time over which an amount of oil flows from the matrix to the fracture and the residence time of water in the fracture system.

If the residence time in the fracture system is small, it is expected that the recovery is controlled by the rate of countercurrent imbibition from the matrix blocks. In this case, most of the fractures contain mainly water. By capillary continuity, this sets the boundary of the matrix blocks at approximately zero capillary pressure.

If the residence time in the fracture system is large, water imbibes into the matrix blocks before reaching the production well and releases an equal volume of oil (in the case of incompressible flow) to the fracture. In this case, there is a long period in which mainly oil is produced at a rate equal to the injection rate with little water. After this period, water breakthrough occurs and the production performance depends on the detailed geometry of the fracture system and the well configurations. Therefore, from
the fluid-flow point of view, the fractured reservoir behaves like a highly heterogeneous single-porosity reservoir rather than a dual-porosity fractured reservoir. The heterogeneity distribution must be inferred from the properties of the fracture system.

**Ratio of Gravity to Viscous Forces (Gravity Number).** The gravity number is defined as the ratio of the gravity forces to the viscous forces. For the 0th-order model, the periodic BC implies that viscous forces are negligible with respect to gravity forces or capillary forces on the scale of the matrix blocks. Therefore, we define the gravity number on the global (reservoir) scale. The 0th-order model follows from the most significant terms in the transport equations (i.e., those that scale with \(\varepsilon^0\)). We assert that this model is sufficiently accurate to grasp the essential features of flow in fractured reservoirs.

The gravity number is defined as

\[
N_G = \frac{k'_f \Delta \rho g H}{\mu u_L z},
\]

where \(H\) is the height of the reservoir. Considering that capillary diffusion transport is known, the Peclet number is specified by the viscous forces in the fracture system. If the Peclet number is large, the viscous forces of the fracture system become dominant in the fracture system. On the other hand, when the Peclet number is small and injection is over the entire height of the reservoir, gravity forces become dominant in the fracture system. This means that for this case, water tends to underride, especially for high mobility ratios, and gravity segregation happens.

**Results and Discussion**

This section compares the results between the homogenized model, the effective permeability model (obtained from homogenization), and computations by ECLIPSE, which are based on the WR model. Appendix A describes the derivation of the effective permeability, and Appendix B describes the numerical homogenized model. The homogenized model (see Fig. 2) contains 10 gridblocks in the \(x\)-direction, five gridblocks in the \(y\)-direction, and three gridblocks in the \(z\)-direction. The matrix in each gridblock is represented by a single representative matrix block, which is in turn discretized into \(9 \times 9 \times 9\) gridblocks. In other words, we use 10,950 gridblocks for the homogenized model. The effective permeability model and ECLIPSE also use a discretization into \(10 \times 5 \times 3\) gridblocks. Table 1 gives the data used to compare the homogenized model, the effective-permeability model, and ECLIPSE. Fig. 3 shows the capillary pressure curve for matrix and fracture, and Fig. 4 shows oil and water relative permeability curves for matrix and fracture.

In the simulations, we vary the Peclet number (rate of water injection), while keeping the other properties constant. In all the cases, cumulative oil and water productions are the basis for comparison. The cumulative-production curve can be differentiated with respect to time to give the production rates at any time. We also investigate the effect of fracture-gridblock refinement on

---

**Table 1**—Data Used in the Simulations

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial reservoir pressure (MPa)</td>
<td>27.5</td>
</tr>
<tr>
<td>Bottom hole pressure for production wells (MPa)</td>
<td>26.9</td>
</tr>
<tr>
<td>Well radius (m)</td>
<td>0.1524</td>
</tr>
<tr>
<td>Fracture aperture (μm)</td>
<td>100</td>
</tr>
<tr>
<td>Local fracture porosity, (\phi_f)</td>
<td>1</td>
</tr>
<tr>
<td>Intrinsic fracture permeability, (k'_f(D))</td>
<td>844</td>
</tr>
<tr>
<td>Global fracture porosity, (\phi_g)</td>
<td>(1.5 \times 10^{-4})</td>
</tr>
<tr>
<td>Effective fracture permeability, (k_e(D))</td>
<td>84.43</td>
</tr>
<tr>
<td>Matrix block size, (l(m))</td>
<td>2</td>
</tr>
<tr>
<td>Matrix porosity, (\phi_m)</td>
<td>0.19</td>
</tr>
<tr>
<td>Matrix permeability, (k_m(md))</td>
<td>1</td>
</tr>
<tr>
<td>Oil viscosity, (\mu_o(Pa.s))</td>
<td>0.002</td>
</tr>
<tr>
<td>Oil density, (\rho_o(kg/m^3))</td>
<td>833</td>
</tr>
<tr>
<td>Water viscosity, (\mu_w(Pa.s))</td>
<td>0.0005</td>
</tr>
<tr>
<td>Water density, (\rho_w(kg/m^3))</td>
<td>1025</td>
</tr>
<tr>
<td>Oil residual saturation in matrix</td>
<td>0.3</td>
</tr>
<tr>
<td>Oil residual saturation in fracture</td>
<td>0</td>
</tr>
<tr>
<td>Connate water saturation in matrix</td>
<td>0.25</td>
</tr>
<tr>
<td>Connate water saturation in fracture</td>
<td>0</td>
</tr>
</tbody>
</table>

---

Fig. 2—Reservoir flooding pattern and geometry in the numerical example.

Fig. 3—Capillary pressure curve for fracture and matrix.

Fig. 4—Oil and water relative permeability curves for matrix and fracture.
the results in a case where we anticipate the highest degree of sensitivity to gridblock refinement \([\text{Pe} = 0.77, N_r = 0.14, q_w = 0.1\) pore volume (PV) per year]. Results (see Fig. 5) suggest that the choice of \(10 \times 5 \times 3\) is somewhat coarse for accurate results when gravity is included but is still sufficient for making comparison between the models. Note that the scale in Fig. 5 differs from that in the subsequent figures.

**Figs. 6a through 6d** show a comparison of the cumulative oil and water production for the homogenized case and the effective-permeability case. For a low Peclet number (0.21) (Fig. 6a), we observe that the homogenized model initially predicts lower production, but it predicts larger oil production when more than 80% of 1 PV is injected. At a slightly higher Peclet number (Fig. 6b), we observe that the homogenized model and effective-permeability model almost coincide. At higher Peclet numbers (Figs. 6c and 6d), the discrepancy between the homogenized model and the effective-permeability model increases, where the homogenized model predicts a recovery that is almost two times smaller.

If the Peclet number is small, the rate of oil and water exchange at the interface of matrix block and fracture is rapid compared to the rate of convection in the fractures. In this case, the residence time in the fracture system is large and most water imbibes into the matrix blocks and releases an equal volume of oil to the fracture. Therefore, there is a long period when mainly oil is produced at a rate equal to the injection rate, with only little water (Fig. 6a). Note that for the effective-permeability model, we solved the equations that correspond to a single conventional porosity model, with porosity equal to the matrix porosity and permeability equal to the effective permeability obtained from homogenization. In other words, in this case, we did not consider both the fracture system and the matrix system simultaneously. Therefore, the computation time of the effective-permeability model is a few hundred times smaller than that of the homogenized model.

On the other hand, if the Peclet number is large, the rate of oil and water exchange at the interface of the matrix block and the fracture is small compared to the rate of convection in the fractures. Consequently, the residence time in the fracture system is small. Therefore, it is expected that the recovery is controlled by the rate of countercurrent imbibition from the matrix blocks. In this case, most of the fractures contain mainly water. By capillary continuity, this situation sets the boundary of the matrix blocks at the approximately zero capillary pressure, leading to a water saturation of \(1 - S_o\). As a result of this, there is a short period in which mainly oil is produced (Fig. 6d) after which oil production becomes very slow.

Note that at very low Peclet numbers (Fig. 6a), the discrepancy between the homogenized model and the effective-permeability model is larger than for intermediate Peclet numbers (Fig. 6b). This is attributed to gravity segregation, as discussed in the section, **Ratio of Gravity to Viscous Forces (Gravity Number).**

**Figs. 7a through 7d** show a comparison of the cumulative oil and water production for the homogenized model and ECLIPSE simulator. For a small Peclet number (0.21, as in Fig. 7a), at an early stage \(t < 0.25\) PV, the cumulative oil and water production for both the homogenized model and the ECLIPSE simulator are the same. At the intermediate stage \((0.25 \text{ PV} < t < 0.6\) PV), the homogenized model predicts lower oil production than ECLIPSE. Subsequently, at \(t > 0.6\) PV, the homogenized model predicts a higher oil production than the ECLIPSE simulator, as illustrated by the fact that the slope of cumulative-oil-production curve for the homogenized model at this stage is steeper than the slope of the cumulative-oil-production curve for ECLIPSE. Finally, both the homogenized-model and the ECLIPSE results tend to the same values of water and oil production. The discrepancy in Fig. 7a between the homogenized model and ECLIPSE is caused by the large gravity effects, which requires again an accurate representation of the matrix/fracture interaction. For slightly higher Peclet number (Fig. 7b), we see that the cumulative oil and water production for the homogenized model and ECLIPSE simulator almost coincide. Therefore, in this condition the homogenized model can be replaced by the WR approach without appreciable loss of accuracy.

The results at still higher Peclet numbers are shown in Figs. 7c and 7d. In these cases, the homogenized model predicts a higher oil production at an early stage than the ECLIPSE simulator because of depletion of oil from the part of the matrix block adjacent to the fracture resulting from continuity of capillary pressure. Afterwards, the predicted rate of oil production of ECLIPSE exceeds the rate of oil production of the homogenized model, and gradually the cumulative oil and water production from the ECLIPSE simulator reaches the value of the cumulative oil and water production for the homogenized model. For \(\text{Pe} = 8.41\), this was observed only after 5 PV of water injection (not shown in Fig. 7d).
Fig. 6—(a) $Pe = 0.21$, $qw = 0.01$ PV/yr, and $K_m = 1$ md; (b) $Pe = 1.19$, $qw = 0.5$ PV/yr, and $K_m = 1$ md; (c) $Pe = 8.41$, $qw = 5.0$ PV/yr, and $K_m = 1$ md; and (d) $Pe = 1,728$, $qw = 100.0$ PV/yr, and $K_m = 1$ md.

Fig. 7—(a) $Pe = 0.21$, $qw = 0.01$ PV/yr, and $K_m = 1$ md; (b) $Pe = 0.77$, $qw = 0.1$ PV/yr, and $K_m = 1$ md; (c) $Pe = 1.19$, $qw = 0.5$ PV/yr, $K_m = 1$ md; and (d) $Pe = 8.41$, $qw = 5.0$ PV/yr, and $K_m = 1$ md.
The most important reason for the discrepancy between the homogenized model and the ECLIPSE model is the difference between the WR transfer function and the transfer function based on homogenization. The second-most-important reason is that 3D matrix-block subgridding to the best of our knowledge is not available in the ECLIPSE simulator. We observe that most of the discrepancy between the homogenized model and ECLIPSE simulator happens at a higher Peclet number. In this case, accurate transfer functions are necessary for the accurate prediction of oil recovery because the oil recovery is controlled by the rate of countercurrent imbibition. Consequently, satisfying the continuity of the capillary pressure has a significant effect on the cumulative oil and water production.

As in Fig. 6a, at very small Peclet numbers (Fig. 7a), the discrepancy between the homogenized model and ECLIPSE is larger than for intermediate Peclet numbers (Figs. 7b and 7c). Figs. 6a, 6b, 7b, and 7c show a very small difference between the homogenized model and the effective-permeability model and ECLIPSE. We explain this observation using two different regimes based on the magnitude of the Peclet number (small or large). When the Peclet number is small but not so small that gravity starts to dominate, the rate of fluid transport in the fracture controls the oil recovery mechanism. Therefore, in this regime, considering a precise rate of fluid exchange at the interface of matrix and fracture is not required for the prediction of oil-recovery from waterflooded fractured reservoirs. For this reason, one can use either the effective-permeability model (see Figs. 6a and 6b) or the WR approach (see Figs. 7b and 7c) instead of using the homogenized model. Hence, when the Peclet number is small (Pe < 1), but not so small that gravity starts to dominate, we can use either the effective-permeability model (Figs. 6a and 6b) or the WR approach (Figs. 7b and 7c) instead of using the homogenized model. Note that the effective-permeability model does not have an exchange term because it is a single-porosity model. Therefore, it can be implemented easily and has a very small computational time compared to the other two models. On the other hand, there is a critical Peclet number marking the boundary between the two regimes. If the Peclet number is large (as in Figs. 6c, 6d, and 7d), there is a large difference between the homogenized model and either the effective-permeability model or the WR approach. In this regime, the oil-recovery mechanism is controlled by the rate of countercurrent imbibition from the matrix blocks. In this case, the exchange rate between matrix and fracture is described better by the physically based homogenization approach than by the semi-empirical WR approach. Therefore, we must use the homogenized model when the Peclet number is large.

A comparison of the cumulative oil and water production for the homogenized model with gravity and the homogenized model without gravity is shown in Figs. 8a through 8d. For small Peclet number and large gravity number (Pe < 1.5), it can be seen from Fig. 8a that at an early stage both the homogenized model with gravity and the homogenized model without gravity predict the same oil production, but later on water breakthrough occurs earlier for the homogenized model with gravity and hence leads to less oil production. When gravity is included in the model, underriding of water occurs. At a slightly higher Peclet number (0.77) and smaller gravity number (0.14) (see Fig. 8b), we observe that the effect of gravity becomes smaller and for much higher Peclet numbers and much smaller gravity numbers (Figs. 8c and 8d) and the results of the homogenized model with gravity and the homogenized model without gravity almost coincide. The relatively small effect of gravity can be attributed to the fact that both capillary imbibition forces and viscous forces act against gravity forces. The capillary imbibition forces are constant for every case considered here. Moreover, gravity forces are also constant because the size of the reservoirs and the density difference between oil and water are kept constant. The viscous forces change on the global scale because we vary the rate of water injection for each Peclet number. When
the Peclet number is small and gravity number is large, the viscous forces are small and therefore the effects of gravity forces can be observed. On other hand, at high Peclet numbers and very small gravity number, the viscous forces are at least one order of magnitude larger than gravity forces. Hence, the viscous forces become dominant and considering gravity forces for these cases does not have a large impact on the cumulative oil and water production. This is based on a geometry that we consider here.

Conclusions

- Homogenization does not require intuitive closure relations, but requires order-of-magnitude estimates of the characteristic (dimensionless) numbers to obtain the upscaled equations.
- In general, homogenization is an upsampling method with the advantage that it finds an appropriate upscaled equation for each parameter subspace in which the characteristic dimensionless numbers assume values of a certain order of magnitude with respect to the upsampling factor.
- The most important dimensionless numbers are (a) the ratio of fracture permeability to matrix permeability and (b) the Peclet number, which describes the ratio of countercurrent imbibition time to residence time of water in the fractures. A requirement for a dual-porosity model to be valid is that the intrinsic fracture permeability is two orders of magnitude larger with respect to the scaling factor than the matrix permeability.
- We derived a fully implicit 3D numerical model for the homogenized equations and implemented the numerical model in a computer code.
- The results show that:
  a. The discrepancy between an effective-permeability (homogeneous) model and a dual-porosity homogenized model increases from negligible at low, but not so low that gravity dominates, Peclet numbers to increasingly significant at higher Peclet numbers.
  b. A comparison with commercial software (ECLIPSE) shows that also only at low Peclet numbers, there is good agreement between the simulator and our numerical results.
  c. Gravity forces at high Peclet numbers and low gravity numbers do not have a large impact on the cumulative oil and water production.
- In view of its physical basis, we assert that improved fracture modeling can be achieved using homogenization.
- The homogenized model represents the physics of the problem better than the WR approach or the effective-permeability model, which is actually a single-porosity model. However, the computations with the homogenized model are time consuming, as explained in Appendix B. Therefore, it is important to discern the condition (i.e., the Peclet number) when the effective-permeability model can replace the homogenized model without appreciable loss of accuracy. For those conditions, the WR approach also gives accurate results.

Nomenclature

- \( D_{cv} \) = capillary-diffusion coefficient
- \( g \) = gravity acceleration
- \( H \) = height of the reservoir
- \( k \) = permeability
- \( \ell \) = matrix-block size
- \( L \) = gridblock size or reservoir length
- \( n \) = outward unit normal vector
- \( N_{ro} \) = gravity number
- \( p_c \) = capillary pressure
- \( P \) = pressure
- \( q \) = any parameter or water-injection rate
- \( S \) = saturation
- \( S_{or} \) = residual-oil saturation
- \( t \) = time
- \( u \) = velocity
- \( u \) = velocity vector
- \( x_i \) = global coordinate
- \( x_j \) = local coordinate
- \( X \) = dependent or independent variable
- \( z \) = vertical-upward direction
- \( \alpha \) = phase (oil/water)
- \( \epsilon \) = scaling ratio
- \( \lambda \) = fluid relative mobility
- \( \mu \) = viscosity
- \( \xi \) = potential/saturation indicator
- \( \rho \) = density
- \( \sigma \) = coordinates of the boundary
- \( \phi \) = porosity
- \( \Phi \) = potential
- \( \Omega \) = domain
- \( \omega \) = auxiliary function

Math Signs and Operator

- \( <> \) = average sign over volume
- \( | | \) = absolute value of volume
- \( \approx \) = same order of magnitude
- \( \otimes \) = dyadic product
- \( \sqrt[ ]{} \) = square root
- \( \int \) = integral
- \( d \) = differential
- \( \partial \) = partial differential
- \( \nabla \) = del (gradient operator)
- \( \nabla_\phi \) = divergence operator
- \( \cup \) = union

Subscripts

- \( b \) = global (big) index
- \( D \) = dimensionless
- \( f \) = fracture
- \( m \) = matrix
- \( o \) = oil phase
- \( off \) = offset
- \( r \) = relative
- \( R \) = reference
- \( s \) = local (small) index
- \( w \) = water phase
- \( a \) = oil/water index
- \( \zeta \) = fracture/matrix index

Superscripts

- \( * \) = local fracture index
- \( (0) \) = 0th-order index
- \( (1) \) = first-order index
- \( (2) \) = second-order index
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Appendix A—Effective Fracture Permeability

Collecting the terms of order $1/\varepsilon$ in Eq. 4 leads to

$$\mathbf{V}_a \cdot k_{r,fr}^{(0)} \left[ \mathbf{V}_b \mathbf{F}_{af}^{(0)} + \mathbf{V}_b \mathbf{F}_{bf}^{(1)} \right] = 0$$

in $\Omega_x$, . . . . . . . . . (A-1)

and collecting the terms of order $\varepsilon^0$ in Eq. 6, we obtain

$$k_{r,fr}^{(0)} \left[ \mathbf{V}_b \mathbf{F}_{af}^{(0)} + \mathbf{V}_b \mathbf{F}_{af}^{(1)} \right] \mathbf{n} = 0$$

on $\partial \Omega_n$, . . . . . . . . . . . . . . . (A-2)

In order to proceed we assume that $\mathbf{F}_{af}^{(0)} = \mathbf{w} \cdot \nabla \mathbf{F}_{bf}^{(0)}$. Substitution of this into Eq. A-1 leads to:

$$\mathbf{V}_a \cdot \left[ k_{r,fr}^{(0)} (I + \mathbf{V}_b \otimes \mathbf{w}) \mathbf{V}_b \mathbf{F}_{af}^{(0)} \right] = 0$$

in $\Omega_x$, . . . . . . . . . . . . . . . (A-3)

where we have used that $\mathbf{V}_a \mathbf{F}_{af}^{(0)} = 0$, and the boundary condition is as follows

$$k_{r,fr}^{(0)} (I + \mathbf{V}_b \otimes \mathbf{w}) \mathbf{V}_b \mathbf{F}_{af}^{(0)} \mathbf{n} = 0$$

on $\partial \Omega_n$, . . . . . . . . . . . . . . . (A-4)

On the scale of the unit cell, we may assume that $\mathbf{V}_b \mathbf{F}_{af}^{(0)}$ is a vector with constant components. Therefore, we may investigate the result when the unit cell is subjected to a unit potential gradient [i.e., $\mathbf{V}_b \mathbf{F}_{af}^{(0)} = -e$. In this case, Eq. A-3 reduces to

$$\mathbf{V}_a \cdot \left[ k_{r,fr}^{(0)} \mathbf{V}_b \otimes \mathbf{w} \right] = 0$$

in $\Omega_x$, . . . . . . . . . . . . . . . (A-5)

and the BC

$$k_{r,fr}^{(0)} (I + \mathbf{V}_b \otimes \mathbf{w}) \mathbf{n} = -k_{r,fr}^{(0)} \mathbf{I} \cdot \mathbf{n}$$

on $\partial \Omega_n$, . . . . . . . . . . . . . . . (A-6)

To obtain the average fracture permeability, we write the first right term of Eq. 9 after averaging

$$\frac{1}{|\Omega|} \int_{\Omega} \mathbf{V}_a \cdot k_{r,fr}^{(0)} \left[ \mathbf{V}_b \mathbf{F}_{af}^{(0)} + \mathbf{V}_b \mathbf{F}_{bf}^{(1)} \right] d\mathbf{x}$$


\begin{align}
&= \frac{1}{|\Omega|} \int_{\Omega} \mathbf{V}_a \cdot k_{r,fr}^{(0)} \left[ \mathbf{V}_b \mathbf{F}_{af}^{(0)} + \mathbf{V}_b \mathbf{F}_{bf}^{(1)} \mathbf{V}_b \otimes \mathbf{w} \right] d\mathbf{x}, \\
&= \frac{1}{|\Omega|} \int_{\Omega} \mathbf{V}_a \cdot \frac{k_{r,fr}^{(0)} (I + \mathbf{V}_b \otimes \mathbf{w}) \mathbf{V}_b \mathbf{F}_{af}^{(0)}}{\mu_{af}} d\mathbf{x}, . . . . . . . . . . . . . . . . . (A-7)
\end{align}

$$= \frac{1}{|\Omega|} \int_{\Omega} \mathbf{V}_a \cdot \frac{k_{r,fr}^{(0)} (I + \mathbf{V}_b \otimes \mathbf{w}) \mathbf{V}_b \mathbf{F}_{af}^{(0)}}{\mu_{af}} d\mathbf{x}, . . . . . . . . . . . . . . . . . (A-7)$$

We define the average fracture permeability as follows:

$$k_{r,fr}^{(0)} = \frac{1}{|\Omega|} \int_{\Omega} \mathbf{V}_a \cdot k_{r,fr}^{(0)} \mathbf{V}_b \mathbf{F}_{af}^{(0)} d\mathbf{x}$$

$$= \frac{1}{|\Omega|} \int_{\Omega} \mathbf{V}_a \cdot k_{r,fr}^{(0)} (I + \mathbf{V}_b \otimes \mathbf{w}) \mathbf{V}_b \mathbf{F}_{af}^{(0)} d\mathbf{x}$$

$$= \frac{1}{|\Omega|} \int_{\Omega} \mathbf{V}_a \cdot \frac{k_{r,fr}^{(0)} (I + \mathbf{V}_b \otimes \mathbf{w}) \mathbf{V}_b \mathbf{F}_{af}^{(0)}}{\mu_{af}} d\mathbf{x}, . . . . . . . . . . . . . . . . . (A-7)$$

$$= \frac{1}{|\Omega|} \int_{\Omega} \mathbf{V}_a \cdot k_{r,fr}^{(0)} (I + \mathbf{V}_b \otimes \mathbf{w}) \mathbf{V}_b \mathbf{F}_{af}^{(0)} d\mathbf{x}$$

We define the average fracture permeability as follows:
\[ k_j = \frac{1}{|\Omega|} \int_{\Omega_j} \left( I + \nabla \cdot \omega \right) \text{d} \Omega_j \]  

(A-8)

### Appendix B—Numerical Solution

The 0th-order terms of upscaled two-phase-flow equations based on homogenization of the fracture system are as follows:

\[
\begin{align*}
\Phi_{ij} & = \Phi_{ij}(\alpha, \omega, w, \Phi_{sij}, \Phi_{wij}) = 0, \\
\Phi_{sij} & = \Phi_{sij} - \Phi_{sij}(\alpha) = 0, \\
\Phi_{wij} & = \Phi_{wij}(\alpha, \omega, w, \Phi_{sij}, \Phi_{wij}) = 0, \\
\Phi_{sij} & = \Phi_{sij}(\alpha, \omega, w, \Phi_{sij}, \Phi_{wij}) = 0.
\end{align*}
\]

(B-1)

The systems B-1 and B-2 include six independent variables, two phase pressures, potentials, and saturations; we can reduce this number to two. Using the volume balance relation, we can eliminate one of the saturations; moreover, the capillary pressure relation allows us to eliminate one of the two pressures. Finally, the pressures are also functions of the potentials and can be eliminated. We are thus left only to discretize the nonlinear partial-differential equations:

\[
\begin{align*}
\frac{\partial \Phi_{ij}}{\partial t} + \frac{\Phi_{ij}}{|\Omega|} \int_{\Omega} \Phi_{ij} \text{d} \Omega & = 0, \\
\Phi_{sij} & = \Phi_{sij} = 0, \\
\Phi_{wij} & = \Phi_{wij} = 0, \\
\Phi_{sij} & = \Phi_{sij} = 0, \\
\Phi_{sij} & = \Phi_{sij} = 0.
\end{align*}
\]

for all \( \alpha \) and \( \omega \).

(B-2)

The fully discrete nonlinear equations then take the form

\[
\begin{align*}
\Phi_{ij}(\Delta \vec{S}_{ij}, \vec{S}_{ij}, \vec{S}_{ij}, \vec{S}_{ij}) & = 0, \\
\Phi_{wij}(\Delta \vec{S}_{ij}, \vec{S}_{ij}, \vec{S}_{ij}, \vec{S}_{ij}) & = 0, \\
\Phi_{sij}(\Delta \vec{S}_{ij}, \vec{S}_{ij}, \vec{S}_{ij}, \vec{S}_{ij}) & = 0, \\
\Phi_{wij}(\Delta \vec{S}_{ij}, \vec{S}_{ij}, \vec{S}_{ij}, \vec{S}_{ij}) & = 0.
\end{align*}
\]

(B-3)

for some nonlinear functions \( \Phi_{ij}, \Phi_{wij}, \Phi_{sij}, \) and \( \Phi_{sij} \).

(B-4)

One way to solve nonlinear equations of this form is to use Newton’s method. Let \( \vec{S}_{ij}^n, \vec{S}_{ij}^n, \) and \( \vec{S}_{ij}^n \), denote the \( m \)th Newton iterate for solution at the \( m \)th timestep, let \( \Delta \vec{S}_{ij} \) denote partial differentiation with respect to \( \pi \), and let

\[
\begin{align*}
F_i^{n,m-1} & = F_i(\vec{S}_{ij}^{n,m-1}, \vec{S}_{ij}^{n,m-1}, \vec{S}_{ij}^{n,m-1}), \\
M_i^{n,m-1} & = M_i(\vec{S}_{ij}^{n,m-1}, \vec{S}_{ij}^{n,m-1}, \vec{S}_{ij}^{n,m-1}).
\end{align*}
\]

Then, the Newton procedure can be described as the following iterative process:

1. Start with an initial guess for the solution

\[
\vec{S}_{ij}^{0,0}, \vec{S}_{ij}^{0,0}, \text{ and } \vec{S}_{ij}^{0,0}.
\]

2. For each \( m = 1, 2, \ldots \), until convergence is reached:

(a) Solve for

\[
\delta \vec{S}_{ij}^{n,m-1}, \delta \vec{S}_{ij}^{n,m-1}, \text{ and } \delta \vec{S}_{ij}^{n,m-1}.
\]

(b) Define

\[
\vec{S}_{ij}^{n,m-1} = \vec{S}_{ij}^{n,m-1} + \delta \vec{S}_{ij}^{n,m-1}, \quad \vec{S}_{ij}^{n,m-1} = \vec{S}_{ij}^{n,m-1} + \delta \vec{S}_{ij}^{n,m-1},
\]

(F-5)

A backward Euler time discretization is used on the systems B-3 and B-4. For time level \( t^r \), we have partial-differential equations in \( x_i \) for each fixed \( x_i \) for the matrix water potential \( \Phi_{sij}^w \) and matrix water saturation \( S_{ij}^w \), with \( \Phi_{sij}^w \) and \( S_{ij}^w \), as the two parameters of the system. We further discretize systems B-3 and B-4 in space by applying a finite-volume method. This reduces the system to a fully discrete, finite-dimensional problem. Let the number of fracture unknowns be \( I \), and denote them at time level \( t^r \) by

\[
\vec{S}_{ij}^{n,m-1} = \{ \Phi_{sij}^w, S_{ij}^w, i = 1, 2, \ldots, I \}.
\]

(B-5)

The numerical method requires only a matrix block at each gridpoint in the fracture system. Then associated with each gridpoint \( i = 1, 2, \ldots, I \), there is a series of matrix unknowns

\[
\vec{S}_{ij}^{n,m-1} = \{ \Phi_{sij}^w, S_{ij}^w, i = 1, 2, \ldots, I \}.
\]

(B-6)

in the \( t \)th matrix block. Let

\[
\vec{S}_{ij}^{n,m-1} = \{ \Phi_{sij}^w, S_{ij}^w, i = 1, 2, \ldots, I \}.
\]

(B-7)

The numerical method requires only a matrix block at each gridpoint in the fracture system. Then associated with each gridpoint \( i = 1, 2, \ldots, I \), there is a series of matrix unknowns

\[
\vec{S}_{ij}^{n,m-1} = \{ \Phi_{sij}^w, S_{ij}^w, i = 1, 2, \ldots, I \}.
\]

(B-8)
Within the linearized Newton problem, the matrix solution in the $i$th block is an affine operator of $\Phi_{m,n}$ and $S_{m,n}$. Therefore, one can decouple the matrix and fracture problems without affecting the implicit nature of the scheme. The matrix problem in Eq. B-9 is replaced by the following three problems for $I$ and $J$.

For each $i = 1, 2, \ldots, I$ and $j = 1, 2, \ldots, J$,

$$
\begin{align*}
D_{b_{ij}} M_{ij}^{m-1} + \sum_{j} \left( D_{b_{m,n}} M_{ij}^{m-1} \delta \phi_{m,n} \right) &= 0, \\
D_{d_{ij}} M_{ij}^{m-1} + \sum_{j} \left( D_{d_{m,n}} M_{ij}^{m-1} \delta \phi_{m,n} \right) &= 0, \\
M_{ij}^{m-1} + \sum_{j} \left( D_{s_{m,n}} M_{ij}^{m-1} \delta S_{m,n} \right) &= 0
\end{align*}
$$

The result is that

$$
\begin{align*}
\delta \phi_{m,n} &= \delta \phi_{m,n} + \delta \phi_{m,n} + \delta \phi_{m,n} + \delta \phi_{m,n}, \\
\delta S_{m,n} &= \delta S_{m,n} + \delta S_{m,n} + \delta S_{m,n} + \delta S_{m,n}
\end{align*}
$$

We thus modify Step 2a of the Newton algorithm by first solving the system of Eq. B-10. The fracture $\delta$-potential and fracture $\delta$-saturation are then given by solving the fracture equations of B-9, using implicitly the definition of Eq. B-11. Finally, we explicitly use the fracture $\delta$-potential and $\delta$-saturation and Eq. B-11 to update the matrix $\delta$-potential and $\delta$-saturation.
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